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Advances in artificial intelligence (AI)1 could impact nearly all aspects of society: the labor market, transportation, health-
care, education, and national security. AI’s effects may be profoundly positive, but the technology entails risks and disrup-
tions that warrant attention. While technologists and policymakers have begun to discuss AI and applications of machine
learning more frequently, public opinion has not shaped much of these conversations. In the U.S., public sentiments have
shaped many policy debates, including those about immigration, free trade, international conflicts, and climate change
mitigation. As in these other policy domains, we expect the public to become more influential over time. It is thus vital to
have a better understanding of how the public thinks about AI and the governance of AI. Such understanding is essential
to crafting informed policy and identifying opportunities to educate the public about AI’s character, benefits, and risks.
In this report, we present the results from an extensive look at the American public’s attitudes toward AI and AI governance.
As the study of the public opinion toward AI is relatively new, we aimed for breadth over depth, with our questions touching
on: workplace automation; attitudes regarding international cooperation; the public’s trust in various actors to develop
and regulate AI; views about the importance and likely impact of different AI governance challenges; and historical and
cross-national trends in public opinion regarding AI. Our results provide preliminary insights into the character of U.S.
public opinion regarding AI. However, our findings raise more questions than they answer; they are more suggestive than
conclusive. Accordingly, we recommend caution in interpreting the results; we confine ourselves to primarily reporting
the results. More work is needed to gain a deeper understanding of public opinion toward AI.
Supported by a grant from the Ethics and Governance of AI Fund, we intend to conduct more extensive and intensive
surveys in the coming years, including of residents in Europe, China, and other countries. We welcome collaborators, espe-
cially experts on particular policy domains, on future surveys. Survey inquiries can be emailed to surveys@governance.ai.
This report is based on findings from a nationally representative survey conducted by the Center for the Governance
of AI, housed at the Future of Humanity Institute, University of Oxford, using the survey firm YouGov. The survey was
conducted between June 6 and 14, 2018, with a total of 2,000 American adults (18+) completing the survey. The analysis
of this survey was pre-registered on the Open Science Framework. Appendix A provides further details regarding the data
collection and analysis process.

RXR a2H2+i `2bmHib

Below we highlight some results from our survey2:
• Americans express mixed support for the development of AI. After reading a short explanation, a substantial minor-
ity (41%) somewhat support or strongly support the development of AI, while a smaller minority (22%) somewhat
or strongly opposes it.

• Demographic characteristics account for substantial variation in support for developing AI. Substantially more sup-
port for developing AI is expressed by college graduates (57%) than those with high school or less education (29%);
by those with larger reported household incomes, such as those earning over $100,000 annually (59%), than those
earning less than $30,000 (33%); by those with computer science or programming experience (58%) than those
without (31%); by men (47%) than women (35%). These differences are not easily explained away by other
characteristics (they are robust to our multiple regression).

• The overwhelming majority of Americans (82%) believe that robots and/or AI should be carefully managed. This
figure is comparable to with survey results from EU respondents.

• Americans consider all of the thirteen AI governance challenges presented in the survey to be important for govern-
ments and technology companies to manage carefully. The governance challenges perceived to be the most likely
to impact people around the world within the next decade and rated the highest in issue importance were3:
1. Preventing AI-assisted surveillance from violating privacy and civil liberties

1We define AI as machine systems capable of sophisticated (intelligent) information processing. For other definitions, see Footnote 2 in Dafoe (2018).
2These results are presented roughly in the order in which questions were presented to respondents.
3Giving equal weight to the likelihood and the rated importance of the challenge.

mailto:surveys@governance.ai
https://www.governance.ai
https://www.governance.ai
https://osf.io/7gqvm/
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2. Preventing AI from being used to spread fake and harmful content online
3. Preventing AI cyber attacks against governments, companies, organizations, and individuals
4. Protecting data privacy

• We also asked the above question, but focused on the likelihood of the governance challenge impacting solely Amer-
icans (rather than people around the world). Americans perceive that all of the governance challenges presented,
except for protecting data privacy and ensuring that autonomous vehicles are safe, are slightly more likely to impact
people around the world than to impact Americans within the next 10 years.

• Americans have discernibly different levels of trust in various organizations to develop and manage4 AI for the
best interests of the public. Broadly, the public puts the most trust in university researchers (50% reporting “a
fair amount of confidence” or “a great deal of confidence”) and the U.S. military (49%); followed by scientific
organizations, the Partnership on AI, technology companies (excluding Facebook), and intelligence organizations;
followed by U.S. federal or state governments, and the UN; followed by Facebook.

• Americans express mixed support (1) for the U.S. investing more in AI military capabilities and (2) for cooperating
with China to avoid the dangers of an AI arms race. Providing respondents with information about the risks of a
U.S.-China AI arms race slightly decreases support for the U.S. investing more in AI military capabilities. Providing
a pro-nationalist message or a message about AI’s threat to humanity failed to affect Americans’ policy preferences.

• The median respondent predicts that there is a 54% chance that high-level machine intelligence will be developed
by 2028. We define high-level machine intelligence as when machines are able to perform almost all tasks that are
economically relevant today better than the median human (today) at each task. See Appendix B for a detailed
definition.

• Americans express weak support for developing high-level machine intelligence: 31% of Americans support while
27% oppose its development.

• Demographic characteristics account for substantial variation in support for developing high-level machine intel-
ligence. There is substantially more support for developing high-level machine intelligence by those with larger
reported household incomes, such as those earning over $100,000 annually (47%) than those earning less than
$30,000 (24%); by those with computer science or programming experience (45%) than those without (23%); by
men (39%) than women (25%). These differences are not easily explained away by other characteristics (they are
robust to our multiple regression).

• There are more Americans who think that high-level machine intelligence will be harmful than those who think it
will be beneficial to humanity. While 22% think that the technology will be “on balance bad,” 12% think that it
would be “extremely bad,” leading to possible human extinction. Still, 21% think it will be “on balance good,” and
5% think it will be “extremely good.”

RXk _2�/BM; MQi2b

• In all tables and charts, results are weighted to be representative of the U.S. adult population, unless otherwise
specified. We use the weights provided by YouGov.

• Wherever possible, we report themargins of error (MOEs), confidence regions, and error bars at the 95% confidence
level.

• For tabulation purposes, percentage points are rounded off to the nearest whole number in the figures. As a result,
the percentages in a given figure may total slightly higher or lower than 100%. Summary statistics that include
two decimal places are reported in Appendix B.

4Our survey asked separately about trust in 1) building and 2) managing the development and use of AI. Results are similar and are combined here.
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We measured respondents’ support for the further development of AI after providing them with basic information about
the technology. Respondents were given the following definition of AI:

Artificial Intelligence (AI) refers to computer systems that perform tasks or make decisions that usually re-
quire human intelligence. AI can perform these tasks or make these decisions without explicit human instruc-
tions. Today, AI has been used in the following applications: [five randomly selected applications]

Each respondent viewed five applications randomly selected from a list of 14 that included translation, image classification,
and disease diagnosis. Afterward, respondents were asked how much they support or oppose the development of AI. (See
Appendix B for the list of the 14 applications and the survey question.)
Americans express mixed support for the development of AI, although more support than oppose the development of AI,
as shown in Figure 2.1. A substantial minority (41%) somewhat or strongly supports the development of AI. A smaller
minority (22%) somewhat or strongly oppose its development. Many express a neutral attitude: 28% of respondents
state that they neither support nor oppose while 10% indicate they do not know.
Our survey results reflect the cautious optimism that Americans express in other polls. In a recent survey, 51% of Americans
indicated that they support continuing AI research while 31% opposed it (Morning Consult 2017). Furthermore, 77% of
Americans expressed that AI would have a “very positive” or “mostly positive” impact on how people work and live in the
next 10 years, while 23% thought that AI’s impact would be “very negative” or “mostly negative” (Northeastern University
and Gallup 2018).

kXk amTTQ`i 7Q` /2p2HQTBM; �A Bb ;`2�i2` �KQM; i?Qb2 r?Q �`2 r2�Hi?v- 2/m+�i2/- K�H2- Q` ?�p2
2tT2`B2M+2 rBi? i2+?MQHQ;v

We examined support for developing AI by 11 demographic subgroup variables, including age, gender, race, and education.
(See Appendix A for descriptions of the demographic subgroups.) We performed a multiple linear regression to predict
support for developing AI using all these demographic variables.
Support for developing AI varies greatly between demographic subgroups, with gender, education, income, and experience
being key predictors. As seen in Figure 2.2, a majority of respondents in each of the following four subgroups express
support for developing AI: those with four-year college degrees (57%), those with an annual household income above
$100,000 (59%), those who have completed a computer science or engineering degree (56%), and those with computer
science or programming experience (58%). In contrast, women (35%), those with a high school degree or less (29%),
and those with an annual household income below $30,000 (33%), are much less enthusiastic about developing AI. One
possible explanation for these results is that subgroups that are more vulnerable to workplace automation express less
enthusiasm for developing AI. Within developed countries, women, those with low levels of education, and low-income
workers have jobs that are at higher risk of automation, according to an analysis by the Organisation for Economic Co-
operation and Development (Nedelkoska and Quintini 2018).
We used a multiple regression that includes all of the demographic variables to predict support for developing AI. The
support for developing AI outcome variable was standardized, such that it has mean 0 and unit variance.
Significant predictors of support for developing AI include:
• Being a Millennial/post-Millennial (versus being a Gen Xer or Baby Boomer)
• Being a male (versus being a female)
• Having graduated from a four-year college (versus having a high school degree or less)
• Identifying as a Democrat (versus identifying as a Republican)
• Having a family income of more than $100,000 annually (versus having a family income of less than $30,000
annually)

• Not having a religious affiliation (versus identifying as a Christian)
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Figure 2.1: Support for developing AI

• Having CS or programming experience (versus not having such experience)
Some of the demographic differences we observe in this survey are in line with existing public opinion research. Below
we highlight three salient predictors of support for AI based on the existing literature: gender, education, and income.
Around the world, women have viewed AI more negatively than men. Fifty-four percent of women in EU countries viewed
AI positively, compared with 67% of men (Eurobarometer 2017). Likewise in the U.S., 44% of women perceived AI as
unsafe – compared with 30% of men (Morning Consult 2017). This gender difference could be explained by the fact that
women have expressed higher distrust of technology than men do. In the U.S., women, compared with men, were more
likely to view genetically modified foods or foods treated with pesticides as unsafe to eat, to oppose building more nuclear
power plants, and to oppose fracking (Funk and Rainie 2015).
One’s level of education also predicts one’s enthusiasm toward AI, according to existing research. Reflecting upon their
own jobs, 32% of Americans with no college education thought that technology had increased their opportunities to
advance – compared with 53% of Americans with a college degree (Smith and Anderson 2016). Reflecting on the economy
at large, 38% of those with post-graduate education felt that automation had helped American workers while only 19%
of those with less than a college degree thought so (Graham 2018). A similar trend holds in the EU: those with more
years of education, relative to those with fewer years, were more likely to value AI as good for society and less likely to
think that AI steals people’s jobs (Eurobarometer 2017).
Another significant demographic divide in attitudes toward AI is income: low-income respondents, compared with high-
income respondents, view AI more negatively. For instance, 40% of EU residents who had difficulty paying their bills
“most of the time” hold negative views toward robots and AI, compared with 27% of those who “almost never” or “never”
had difficulty paying their bills (Eurobarometer 2017). In the U.S., 19% of those who made less than $50,000 annually
think that they are likely to lose their job to automation – compared with only 8% of Americans who made more than
$100,000 annually (Graham 2018). Furthermore, Americans’ belief that AI will help the economy, as well as their support
for AI research is positively correlated with their income (Morning Consult 2017).
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Figure 2.2: Support for developing AI across demographic characteristics: distribution of responses
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Figure 2.3: Support for developing AI across demographic characteristics: average support across groups
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Figure 2.4: Predicting support for developing AI using demographic characteristics: results from a multiple linear regres-
sion that includes all demographic variables
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Figure 2.5: Agreement with statement that AI and/or robots should be carefully managed
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To compare Americans’ attitudes with those of EU residents, we performed a survey experiment that replicated a question
from the 2017 Special Eurobarometer #460. (Details of the survey experiment are found in Appendix B.) The original
question asked respondents to what extent they agree or disagree with the following statement:

Robots and artificial intelligence are technologies that require careful management.
We asked a similar question except respondents were randomly assigned to consider one of these three statements:

• AI and robots are technologies that require careful management.
• AI is a technology that requires careful management.
• Robots are technologies that require careful management.

Our respondents were given the same answer choices presented to the Eurobarometer subjects.
The overwhelming majority of Americans – more than eight in 10 – agree that AI and/or robots should be carefully
managed, while only 6% disagree, as seen in Figure 2.5.5 We find that variations in the statement wording produce minor
differences, statistically indistinguishable from zero, in responses.
Next, we compared our survey results with the responses from the 2017 Special Eurobarometer #460 by country (Eu-
robarometer 2017). For the U.S., we used all the responses to our survey question, unconditional on the experimental
condition, because the variations in question-wording do not affect responses.

5These percentages that we discuss here reflect the average response across the three statements. See Appendix B for the topline result for each
statement.

https://perma.cc/9FRT-ADST
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Figure 2.6: Agreement with statement that AI and/or robots should be carefully managed by experimental condition

The percentage of those in the U.S. who agree with the statement (82%) is not far off from the EU average (88% agreed
with the statement). Likewise, the percentage of Americans who disagree with the statement (6% disagree) is comparable
with the EU average (7% disagreed). The U.S. ranks among the lowest regarding the agreement with the statement in
part due to the relatively high percentage of respondents who selected the “don’t know” option.

kX9 >�`K7mH +QMb2[m2M+2b Q7 �A BM i?2 +QMi2ti Q7 Qi?2` ;HQ#�H `BbFb

At the beginning of the survey, respondents were asked to consider five out of 15 potential global risks (the descriptions
are found in Appendix B). The purpose of this task was to compare respondents’ perception of AI as a global risk with their
notions of other potential global risks. The global risks were selected from the Global Risks Report 2018, published by
the World Economic Forum. We edited the description of each risk to be more comprehensible to non-expert respondents
while preserving the substantive content. We gave the following definition for a global risk:

A “global risk” is an uncertain event or condition that, if it happens, could cause significant negative impact
for at least 10 percent of the world’s population. That is, at least 1 in 10 people around the world could
experience a significant negative impact.6

After considering each potential global risk, respondents were asked to evaluate the likelihood of it happening globally
within 10 years, as well as its impact on several countries or industries.
We use a scatterplot (Figure 2.8 to visualize results from respondents’ evaluations of global risks. The x-axis is the perceived
likelihood of the risk happening globally within 10 years. The y-axis is the perceived impact of the risk. Themean perceived
likelihood and impact is represented by a dot. The corresponding ellipse contains the 95% confidence region.
In general, Americans perceive all these risks to be impactful: on average they rate each as having between a moderate
(2) and severe (3) negative impact if they were to occur. Americans perceive the use of weapons of mass destruction to be
the most impactful – at the “severe” level (mean score 3.0 out of 4). Although they do not think this risk as likely as other
risks, they still assign it an average of 49% probability of occurring within 10 years. Risks in the upper-right quadrant are

6Our definition of global risk borrowed from the Global Challenges Foundation’s definition: “an uncertain event or condition that, if it happens, can
cause a significant negative impact on at least 10% of the world’s population within the next 10 years” (Cotton-Barratt et al. 2016).

https://perma.cc/8XM8-LKEN
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Figure 2.7: Agreement with statement that robots and AI require careful management (EU data from 2017 Special Euro-
barometer #460)
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Figure 2.8: The American public’s perceptions of 15 potential global risks
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perceived to be the most likely as well as the most impactful. These include natural disasters, cyber attacks, and extreme
weather events.
The American public and the nearly 1,000 experts surveyed by the World Economic Forum share similar views regarding
most of the potential global risks we asked about (World Economic Forum 2018). Both the public and the experts rank
extreme weather events, natural disasters, and cyber attacks as the top three most likely global risks; likewise, both groups
consider weapons of mass destruction to be the most impactful. Nevertheless, compared with experts, Americans offer a
lower estimate of the likelihood and impact of the failure to address climate change.
The American public appears to over-estimate the likelihoods of these risks materializing within 10 years. The mean
responses suggest (assuming independence) that about eight (out of 15) of these global risks, which would have a signif-
icant negative impact on at least 10% of the world’s population, will take place in the next 10 years. One explanation for
this is that it arises from the broad misconception that the world is in a much worse state than it is in reality (Pinker 2018;
Rosling, Rönnlund, and Rosling 2018). Another explanation is that it arises as a byproduct of respondents interpreting
“significant negative impact” in a relatively minimal way, though this interpretation is hard to sustain given the mean
severity being between “moderate” and “severe.” Finally, this result may be because subjects centered their responses
within the distribution of our response options, the middle value of which was the 40-60% option; thus, the likelihoods
should not be interpreted literally in the absolute sense.
The adverse consequences of AI within the next 10 years appear to be a relatively low priority in respondents’ assessment
of global risks. It – along with adverse consequences of synthetic biology – occupy the lower left quadrant, which contains
what are perceived to be lower-probability, lower-impact risks.7 These risks are perceived to be as impactful (within the
next 10 years) as the failure to address climate change, though less probable. One interpretation of this is that the average
American simply does not regard AI as posing a substantial global risk. This interpretation, however, would be in tension
with some expert assessment of catastrophic risks that suggests unsafe AI could pose significant danger (World Economic
Forum 2018; Sandberg and Bostrom 2008). The gap between experts and the public’s assessment suggests that this is a
fruitful area for efforts to educate the public.
Another interpretation of our results is that Americans do have substantial concerns about the long-run impacts of ad-
vanced AI, but they do not see these risks as likely in the coming 10 years. As support for this interpretation, we later
find that 12% of American’s believe the impact of high-level machine intelligence will be “extremely bad, possibly human
extinction,” and 21% that it will be “on balance bad.” Still, even though the median respondent expects around a 54%
chance of high level machine intelligence within 10 years, respondents may believe that the risks from high level machine
intelligence will manifest years later. If we assume respondents believe global catastrophic risks from AI only emerge
from high-level AI, we can infer an implied global risk, conditional on high-level AI (within 10 years), of 80%. Future
work should try to unpack and understand these beliefs.

kX8 �K2`B+�MbǶ mM/2`bi�M/BM; Q7 F2v i2+?MQHQ;v i2`Kb

We used a survey experiment to understand how the public understands the terms AI, automation, machine learning, and
robotics. (Details of the survey experiment are found in Appendix B.) We randomly assigned each respondent one of these
terms and asked them:

In your opinion, which of the following technologies, if any, uses [artificial intelligence (AI)/automation/machine
learning/robotics]? Select all that apply.

Because we wanted to understand respondents’ perceptions of these terms, we did not define any of the terms. Respon-
dents were asked to consider 10 technological applications, each of which uses AI or machine learning.
Though the respondents show at least a partial understanding of the terms and can identify their use within the considered
technological applications correctly, the respondents underestimate the prevalence of AI, machine learning, and robotics
in everyday technological applications, as reported in Figure 2.9. (See Appendix C for details of our statistical analysis.)

7The World Economic Forum’s survey asked experts to evaluate the “adverse consequences of technological advances,” defined as “[i]ntended
or unintended adverse consequences of technological advances such as artificial intelligence, geo-engineering and synthetic biology causing human,
environmental and economic damage.” The experts considered these “adverse consequences of technological advances” to be less likely and lower-
impact, compared with other potential risks.
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Among those assigned the term AI, a majority think that virtual assistants (63%), smart speakers (55%), driverless cars
(56%), social robots (64%), and autonomous drones use AI (54%). Nevertheless, a majority of respondents assume that
Facebook photo tagging, Google Search, Netflix or Amazon recommendations, or Google Translate do not use AI.
Why did so few respondents consider the products and services we listed to be applications of AI, automation, machine
learning, or robotics?
A straightforward explanation is that inattentive respondents neglect to carefully consider or select the items presented
to them (i.e., non-response bias). Even among those assigned the term robotics, only 62% selected social robots and 68%
selected industrial robots. Our analysis (found in Appendix C) confirms that respondent inattention, defined as spending
too little or too much time on the survey, predicts non-response to this question.
Another potential explanation for the results is that the American public – like the public elsewhere – lack awareness of
AI or machine learning. As a result, the public does not know that many tech products and services use AI or machine
learning. According to a 2017 survey, nearly half of Americans reported that they were unfamiliar with AI (Morning
Consult 2017). In the same year, only 9% of the British public said they had heard of the term “machine learning” (Ipsos
MORI 2018). Similarly, less than half of EU residents reported hearing, reading, or seeing something about AI in the
previous year (Eurobarometer 2017).
Finally, the so-called “AI effect” could also explain the survey result. The AI effect describes the phenomenon that the
public does not consider an application that uses AI to utilize AI once that application becomes commonplace (McCorduck
2004). Because 85% of Americans report using digital products that deploy AI (e.g., navigation apps, video or music
streaming apps, digital personal assistants on smartphones, etc.) (Reinhart 2018), they may not think that these everyday
applications deploy AI.
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Figure 2.9: What applications or products that the public thinks use AI, automation, machine learning, or robotics
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We sought to understand how Americans prioritize policy issues associated with AI. Respondents were asked to consider
five AI governance challenges, randomly selected from a test of 13 (see Appendix B for the text); the order these five were
to each respondent was also randomized.
After considering each governance challenge, respondents were asked how likely they think the challenge will affect large
numbers of people 1) in the U.S. and 2) around the world within 10 years.
We use scatterplots to visualize our survey results. In Figure 3.1, the x-axis is the perceived likelihood of the problem
happening to large numbers of people in the U.S. In Figure 3.2, the x-axis is the perceived likelihood of the problem
happening to large numbers of people around the world. The y-axes on both Figure 3.1 and 3.2 represent respondents’
perceived issue importance, from 0 (not at all important) to 3 (very important). Each dot represents the mean perceived
likelihood and issue importance, and the correspondent ellipse represents the 95% bivariate confidence region.
Americans consider all the AI governance challenges we present to be important: the mean perceived issues importance
of each governance challenge is between “somewhat important” (2) and “very important” (3), though there is meaningful
and discernible variation across items.
The AI governance challenges Americans think are most likely to impact large numbers of people, and are important for
tech companies and governments to tackle, are found in the upper-right quadrant of the two plots. These issues include
data privacy as well as AI-enhanced cyber attacks, surveillance, and digital manipulation. We note that the media have
widely covered these issues during the time of the survey.
There are a second set of governance challenges that are perceived on average, as about 7% less likely, and marginally
less important. These include autonomous vehicles, value alignment, bias in using AI for hiring, the U.S.-China arms race,
disease diagnosis, and technological unemployment. Finally, the third set of challenges are perceived on average another
5% less likely, and about equally important, including criminal justice bias and critical AI systems failures.
We also note that Americans predict that all of the governance challenges mentioned in the survey, besides protecting data
privacy and ensuring the safety of autonomous vehicles, are more likely to impact people around the world than to affect
people in the U.S. While most of the statistically significant differences are substantively small, one difference stands out:
Americans think that autonomous weapons are 7.6 percentage points more likely to impact people around the world than
Americans. (See Appendix C for details of these additional analyses.)
We want to reflect on one result. “Value alignment” consists of an abstract description of alignment problem and a
reference to what sounds like individual level harms: “while performing jobs [they could] unintentionally make decisions
that go against the values of its human users, such as physically harming people.” “Critical AI systems failures,” by
contrast, references military or critical infrastructure uses, and unintentional accidents leading to “10 percent or more of
all humans to die.” The latter was weighted as less important than the former: we interpret this as a probability weighted
assessment of importance, since presumably the latter, were it to happen, is much more important. We thus think the
issue importance question should be interpreted in a way that down-weights low probability risks. This perspective also
plausibly applies to the “impact” measure for our global risks analysis, which placed “harmful consequences of synthetic
biology” and “failure to address climate change” as less impactful than most other risks.
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Figure 3.1: Perceptions of AI governance challenges in the U.S.
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Figure 3.2: Perceptions of AI governance challenges around the world
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We performed further analysis by calculating the percentage of respondents in each subgroup who consider each gover-
nance challenge to be “very important” for governments and tech companies to manage. (See Appendix C for additional
data visualizations.) In general, differences in responses are more salient across demographic subgroups than across gov-
ernance challenges. In a linear multiple regression predicting perceived issue importance using demographic subgroups,
governance challenges, and the interaction between the two, we find that the stronger predictors are demographic sub-
group variables, including age group and having CS or programming experience.
Two highly visible patterns emerge from our data visualization. First, a higher percentage of older respondents, compared
with younger respondents, consider nearly all AI governance challenges to be “very important.” As discussed previously,
we find that older Americans, compared with younger Americans, are less supportive of developing AI. Our results here
might explain this age gap: older Americans see each AI governance challenge as substantially more important than do
younger Americans. Whereas 85% of Americans older than 73 consider each of these issues to be very important, only
40% of Americans younger than 38 do.
Second, those with CS or engineering degrees, compared with those who do not, rate all AI governance challenges as
less important. This result could explain our previous finding that those with CS or engineering degrees tend to exhibit
greater support for developing AI.8

jXj �K2`B+�Mb TH�+2 i?2 KQbi i`mbi BM i?2 lXaX KBHBi�`v �M/ mMBp2`bBiB2b iQ #mBH/ �Ac i`mbi i2+?
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Respondents were asked how much confidence they have in various actors to develop AI. They were randomly assigned
five actors out of 15 to evaluate. We provided a short description of actors that are not well-known to the public (e.g.,
NATO, CERN, and OpenAI).
Also, respondents were asked how much confidence, if any, they have in various actors to manage the development and
use of AI in the best interests of the public. They were randomly assigned five out of 15 actors to evaluate. Again, we
provided a short description of actors that are not well-known to the public (e.g., AAAI and Partnership on AI). Confidence
was measured using the same four-point scale described above.9

Americans do not express great confidence in most actors to develop or to manage AI, as reported in Figures 3.4 and
3.5. A majority of Americans do not have a “great deal” or even a “fair amount” of confidence in any institution, except
university researchers, to develop AI. Furthermore, Americans place greater trust in tech companies and non-governmental
organizations (e.g., OpenAI) than in governments to manage the development and use of the technology.
University researchers and the U.S. military are the most trusted groups to develop AI: about half of Americans express a
“great deal” or even a “fair amount” of confidence in them. Americans express slightly less confidence in tech companies,
non-profit organizations (e.g., OpenAI), and American intelligence organizations. Nevertheless, opinions toward individ-
ual actors within each of these groups vary. For example, while 44% of Americans indicated they feel a “great deal” or
even a “fair amount” of confidence in tech companies, they rate Facebook as the least trustworthy of all the actors. More
than four in 10 indicate that they have no confidence in the company.10

8In Table C.15, we report the results of a saturated linear model using demographic variables, governance challenges, and the interaction between
these two types of variables to predict perceived issue importance. We find that those who are 54-72 or 73 and older, relative to those who are below
38, view the governance issues as more important (two-sided p-value < 0.001 for both comparisons). Furthermore, we find that those who have CS or
engineering degrees, relative to those who do not, view the governance challenges as less important (two-sided p-value < 0.001).

9The two sets of 15 actors differed slightly because for some actors it seemed inappropriate to ask one or the other question. See Appendix B for the
exact wording of the questions and descriptions of the actors.
10Our survey was conducted between June 6 and 14, 2018, shortly after the fallout of the Facebook/Cambridge Analytica scandal. On April 10-11,

2018, Facebook CEO Mark Zuckerberg testified before the U.S. Congress regarding the Cambridge Analytica data leak. On May 2, 2018, Cambridge
Analytica announced its shutdown. Nevertheless, Americans’ distrust of the company existed before the Facebook/Cambridge Analytica scandal. In a
pilot survey that we conducted on Mechanical Turk during July 13-14, 2017, respondents indicated a substantially lower level of confidence in Facebook,
compared with other actors, to develop and regulate AI.
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Figure 3.3: AI governance challenges: issue importance by demographic subgroups
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The results on the public’s trust of various actors to manage the develop and use of AI provided are similar to the results
discussed above. Again, a majority of Americans do not have a “great deal” or even a “fair amount” of confidence in
any institution to manage AI. In general, the public expresses greater confidence in non-governmental organizations
than in governmental ones. Indeed, 41% of Americans express a “great deal” or even a “fair amount” of confidence in
“tech companies,” compared with 26% who feel that way about the U.S. federal government. But when presented with
individual big tech companies, Americans indicate less trust in each than in the broader category of “tech companies.”
Once again, Facebook stands out as an outlier: respondents give it a much lower rating than any other actor. Besides
“tech companies,” the public places relatively high trust in intergovernmental research organizations (e.g., CERN), the
Partnership on AI, and non-governmental scientific organizations (e.g., AAAI). Nevertheless, because the public is less
familiar with these organizations, about one in five respondents give a “don’t know” response.
Mirroring our findings, recent survey research suggests that while Americans feel that AI should be regulated, they are
unsure who the regulators should be. When asked who “should decide how AI systems are designed and deployed,” half of
Americans indicated they do not know or refused to answer (West 2018a). Our survey results seem to reflect Americans’
general attitudes toward public institutions. According to a 2016 Pew Research Center survey, an overwhelming majority
of Americans have “a great deal” or “a fair amount” of confidence in the U.S. military and scientists to act in the best
interest of the public. In contrast, public confidence in elected officials is much lower: 73% indicated that they have “not
too much” or “no confidence” (Funk 2017). Less than one-third of Americans thought that tech companies do what’s right
“most of the time” or “just about always”; moreover, more than half think that tech companies have too much power and
influence in the U.S. economy (Smith 2018). Nevertheless, Americans’ attitude toward tech companies is not monolithic
but varies by company. For instance, our research findings reflect the results from a 2018 survey, which reported that a
higher percentage of Americans trusted Apple, Google, Amazon, Microsoft, and Yahoo to protect user information than
trust Facebook to do so (Ipsos and Reuters 2018).
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Figure 3.4: Trust in various actors to develop AI: distribution of responses
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In this survey experiment, we asked respondents to consider either the U.S. or China’s status in AI research and develop-
ment (R&D). (Details of the survey experiment are found in Appendix B.) Respondents were asked the following:

Compared with other industrialized countries, how would you rate [the U.S./China] in AI research and
development?

By almost any metric of absolute achievement (not per-capita achievement), the U.S. and China are the world leaders
in the research and development of AI. The U.S. and China led participation in the 2017 AAAI Conference, one of the
important ones in the field of AI research; 34% of those who presented papers had a U.S. affiliation while 23% had a
Chinese affiliation (Goldfarb and Trefler 2018). The U.S. and China also have the highest percentage of the world’s AI
companies, 42% and 23%, respectively (IT Juzi and Tencent Institute 2017). Most clearly, the U.S. and China have the
largest technology companies focused on developing and using AI (Google, Facebook, and Amazon in the U.S.; Tencent,
Alibaba, and Baidu in China).
Yet, only a minority of the American public thinks the U.S. or China’s AI R&D is the “best in the world,” as reported in
Figure 4.1. Our survey result seems to reflect the gap between experts and the public’s perceptions of U.S.’s scientific
achievements in general. While 45% of scientists in the American Association for the Advancement of Science think that
scientific achievements in the U.S. are the best in the world, only 15% of the American public express the same opinion
(Funk and Rainie 2015).
According to our survey, there is not a clear perception by Americans that the U.S. has the best AI R&D in the world.
While 10% of Americans believe that the U.S. has the best AI R&D in the world, 7% think that China does. Still, 36%
of Americans believe that the U.S.’s AI R&D is “above average” while 45% think China’s is “above average.” Combining
these into a single measure of whether the country has “above average” or “best in the world” AI R&D, Americans do not
perceive the U.S. to be superior, and the results lean towards the perception that China is superior. Note that we did not
ask for a direct comparison, but instead asked each respondent to evaluate one country independently on an absolute
scale Appendix C.
Our results mirror those from a recent survey that finds that Americans think that China’s AI capability will be on par with
the U.S.’s in 10 years (West 2018b). The American public’s perceptions could be caused by media narratives that China
is catching up to the U.S. in AI capability (Kai-Fu 2018). Nevertheless, another study suggests that although China has
greater access to big data than the U.S., China’s AI capability is about half of the U.S.’s (Ding 2018). Exaggerating China’s
AI capability could exacerbate growing tensions between the U.S. and China (Zwetsloot, Toner, and Ding 2018). As such,
future research should explore how factual – non-exaggerated – information about American and Chinese AI capabilities
influences public opinions.

9Xk *QKKmMB+�iBM; i?2 /�M;2`b Q7 � lXaX@*?BM� �`Kb `�+2 `2[mB`2b 2tTH�BMBM; TQHB+v i`�/2@Qzb

In this survey experiment, respondents were randomly assigned to consider different arguments about a U.S.-China arms
race. (Details of the survey experiment are found in Appendix B.) All respondents were given the following prompt:

Leading analysts believe that an AI arms race is beginning, in which the U.S. and China are investing billions of
dollars to develop powerful AI systems for surveillance, autonomous weapons, cyber operations, propaganda,
and command and control systems.

Those in the treatment condition were told they would read a short news article. The three treatments were:
1. Pro-nationalist treatment: The U.S. should invest heavily in AI to stay ahead of China; quote from a senior National
Security Council official

2. Risks of arms race treatment: The U.S.-China arms race could increase the risk of a catastrophic war; quote from
Elon Musk
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Figure 4.1: Comparing Americans’ perceptions of U.S. and China’s AI research and development quality
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3. One common humanity treatment: The U.S.-China arms race could increase the risk of a catastrophic war; quote
from Stephen Hawking about using AI for the good of all people rather than destroying civilization

Respondents were asked to consider two statements and indicate whether they agree or disagree with them:
• The U.S. should invest more in AI military capabilities to make sure it doesn’t fall behind China’s, even if doing so
may exacerbate the AI arms race.

• The U.S. should work hard to cooperate with China to avoid the dangers of an AI arms race, even if doing so requires
giving up some of the U.S.’s advantages. Cooperation could include collaborations between American and Chinese
AI research labs, or the U.S. and China creating and committing to common safety standards for AI.

Americans, in general, weakly agree that the U.S. should invest more in AI military capabilities and cooperate with China
to avoid the dangers of an AI arms race, as seen in Figure 4.2. Many respondents do not think that the two policies are
mutually exclusive. The correlation between responses to the two statements, unconditional on treatment assignment,
is only -0.05. In fact, 29% of those who agree that the U.S. and China should cooperate also agree that the U.S. should
invest more in AI military capabilities. (See Figure C.2 for the conditional percentages.)
Respondents assigned to read about the risks of an arms race (Treatment 2) indicate significantly higher agreement
with the pro-cooperation statement (Statement 2) than the investing in AI military capabilities statement (Statement 1),
according to Figure 4.4. Those assigned to Treatment 2 are more likely to view the two statements as mutually exclusive.
In contrast, respondents assigned to the other conditions indicate similar levels of agreement with both statements.
After estimating the treatment effects, we find that the experimental messages do little to change the respondents’ pref-
erences. Treatment 2 is the one exception. Treatment 2 decreases respondents’ agreement with the statement that the
U.S. should invest more in AI military capabilities by 27%, as seen in Figure 4.3. Future research could focus on testing
more effective messages, such as op-eds (Coppock et al. 2018) or videos (Paluck et al. 2015), which explains that U.S.’s
investment in AI for military use will decrease the likelihood of cooperation with China.

9Xj �K2`B+�Mb b22 i?2 TQi2MiB�H 7Q` lXaX@*?BM� +QQT2`�iBQM QM bQK2 �A ;Qp2`M�M+2 +?�HH2M;2b

We examined issue areas where Americans perceive likely U.S.-China cooperation. Each respondent was randomly as-
signed to consider three out of five AI governance challenges. For each challenge, the respondent was asked, “For the
following issues, how likely is it that the U.S. and China can cooperate?”. (See Appendix B for the question text.)
On each of these AI governance issues, Americans see some potential for U.S.-China cooperation, according to Figure 4.5.
U.S.-China cooperation on value alignment is perceived to be the most likely (48% mean likelihood). Cooperation to
prevent AI-assisted surveillance that violates privacy and civil liberties is seen to be the least likely (40% mean likelihood)
– an unsurprising result since the U.S. and China take different stances on human rights.
Despite current tensions between Washington and Beijing, the Chinese government, as well as Chinese companies and
academics, have signaled their willingness to cooperate on some governance issues. These include banning the use of
lethal autonomous weapons (Kania 2018), building safe AI that is aligned with human values (China Institute for Science
and Technology Policy at Tsinghua University 2018), and collaborating on research (News 2018). Most recently, the
major tech company Baidu became the first Chinese member of the Partnership on AI, a U.S.-based multi-stakeholder
organization committed to understanding and discussing AI’s impacts (Cadell 2018).
In the future, we plan to survey Chinese respondents to understand how they view U.S.-China cooperation on AI and
what governance issues they think the two countries could collaborate on.
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Figure 4.3: Effect estimates from U.S.-China arms race survey experiment
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Figure 4.4: Difference in response to the two statements by experimental group
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Figure 4.5: Issue areas for possible U.S.-China cooperation
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Survey questions measuring Americans’ perceptions of workplace automation have existed since the 1950s. Our research
seeks to track changes in these attitudes across time by connecting past survey data with original, contemporary survey
data.

8XR �K2`B+�Mb /Q MQi i?BMF i?�i H�#Q` K�`F2i /Bb`mTiBQMb rBHH BM+`2�b2 rBi? iBK2

American government agencies, think tanks, and media organizations began conducting surveys to study public opinion
about technological unemployment during the 1980s when unemployment was relatively high. Between 1983 and 2003,
the U.S. National Science Foundation (NSF) conducted eight surveys that asked respondents the following:

In general, computers and factory automation will create more jobs than they will eliminate. Do you strongly
agree, agree, disagree, or strongly disagree?

Our survey continued this time trend study by posing a similar – but updated – question (see Appendix B):
Do you strongly agree, agree, disagree, or strongly disagree with the statement below?
In general, automation and AI will create more jobs than they will eliminate.

Our survey question also addressed the chief ambiguity of the original question: lack of a future time frame. We used a
survey experiment to help resolve this ambiguity by randomly assigning respondents to one of four conditions. We created
three treatment conditions with the future time frames of 10 years, 20 years, and 50 years, as well as a control condition
that did not specify a future time frame.
On average, Americans disagree with the statement more than they agree with it, although about a quarter of respondents
in each experimental group give “don’t know” responses. Respondents’ agreement with the statement seems to increase
slightly with the future time frame, but formal tests in Apppendix C reveal that there exist no significant differences be-
tween the responses to the differing future time frames. This result is puzzling from the perspective that AI and robotics
will increasingly automate tasks currently done by humans. Such a view would expect more disagreement with the state-
ment as one looks further into the future. One hypothesis to explain our results is that respondents believe the disruption
from automation is destabilizing in the upcoming 10 years but eventually institutions will adapt and the labor market
will stabilize. This hypothesis is consistent with our other finding that the median American predicts a 54% chance of
high-level machine intelligence being developed within the next 10 years.

8Xk 1ti2M/BM; i?2 ?BbiQ`B+�H iBK2 i`2M/

The percentage of Americans that disagrees with the statement that automation and AI will create more jobs than they
destroy is similar to the historical rate of disagreement with the same statement about computers and factory automation.
Nevertheless, the percentage who agree with the statement has decreased by 12 percentage points since 2003 while the
percentage who responded “don’t know” has increased by 18 percentage points since 2003, according to Figure 5.2.
There are three possible reasons for these observed changes. First, we have updated the question to ask about “automation
and AI” instead of “computers and factory automation.” The technologies we asked about could impact a wider swath
of the economy; therefore, respondents may be more uncertain about AI’s impact on the labor market. Second, there is
a difference in survey mode between the historical data and our data. The NSF surveys were conducted via telephone
while our survey is conducted online. Some previous research has shown that online surveys, compared with telephone
surveys, produce a greater percentage of “don’t know” responses (Nagelhout et al. 2010; Bronner and Kuijlen 2007). But,
other studies have shown that online surveys cause no such effect (Shin, Johnson, and Rao 2012; Bech and Kristensen
2009). Third, the changes in the responses could be due to the actual changes in respondents’ perceptions of workplace
automation over time.

12Note that our survey asked respondents this question with the time frames 10, 20 and 50 years, whereas the NSF surveys provided no time frame.
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Figure 5.1: Agreement with the statement that automation and AI will create more jobs than it will eliminate
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Figure 5.2: Response to statement that automation will create more jobs than it will eliminate12 (data from before 2018
from National Science Foundation surveys)
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Respondents were asked to forecast when high-level machine intelligence will be developed. High-level machine intelli-
gence was defined as the following:

We have high-level machine intelligence when machines are able to perform almost all tasks that are eco-
nomically relevant today better than the median human (today) at each task. These tasks include asking
subtle common-sense questions such as those that travel agents would ask. For the following questions, you
should ignore tasks that are legally or culturally restricted to humans, such as serving on a jury.13

Respondents were asked to predict the probability that high-level machine intelligence will be built in 10, 20, and 50
years.
We present our survey results in two ways. First, we show the summary statistics in a simple table. Next, to compare
the public’s forecasts with forecasts made by AI researchers in 2016 (Grace et al. 2018), we aggregated the respondents’
forecasts using the samemethod. Note that Grace et al. (2018) gave a stricter definition of high-level machine intelligence
that involved machines being better than all humans at all tasks.14

Table 6.1: Summary statistics of high-level machine intelligence forecast

Year Respondent type 25th percentile Median Mean 75th percentile N
2028 All respondents 30% 54% 54% 70% 2000
2038 All respondents 50% 70% 70% 88% 2000
2068 All respondents 70% 88% 80% 97% 2000
2028 No CS or engineering degree 30% 54% 55% 70% 1805
2038 No CS or engineering degree 50% 70% 71% 88% 1805
2068 No CS or engineering degree 70% 88% 81% 98% 1805
2028 CS or engineering degree 30% 50% 48% 70% 195
2038 CS or engineering degree 50% 70% 67% 88% 195
2068 CS or engineering degree 50% 73% 69% 97% 195

Respondents predict that high-level machine intelligence will arrive fairly quickly. The median respondent predicts a
likelihood of 54% by 2028, a likelihood of 70% by 2038, and a likelihood of 88% by 2068, according to Table 6.1.
These predictions are considerably sooner than the predictions by experts in two previous surveys. In Müller and Bostrom
(2014), expert respondents predict a 50% probability of high-level human intelligence being developed by 2040-2050 and
90% by 2075. In Grace et al. (2018), experts predict that there is a 50% chance that high-level machine intelligence will
be built by 2061. Plotting the public’s forecast with the expert forecast from Grace et al. (2018), we see that the public
predicts high-level machine intelligence arriving much sooner than experts forecast. Employing the same aggregation
method used in Grace et al. (2018), Americans predict that there is a 50% chance that high-level machine intelligence
will be developed by 2026.
Results inWalsh (2018) also show that the non-experts (i.e., readers of a news article about AI) are more optimistic in their
predictions of high-level machine intelligence compared with experts. In Walsh’s study, the median AI expert predicted a
50% probability of high-level machine intelligence by 2061 while the median non-expert predicted a 50% probability by
2039. In our survey, respondents with CS or engineering degrees, compared with those who do not, provide a somewhat
longer timeline for the arrival of high-level machine intelligence, according to Table 6.1. Nevertheless, those with CS or
13Note that our definition of high-level machine intelligence is equivalent to what many would consider human-level machine intelligence. Details of

the question are found in Appendix B.
14In Grace et al. (2018), each respondent provides three data points for their forecast, and these are fitted to the Gamma CDF by least squares

to produce the individual cumulative distribution function (CDFs). Each “aggregate forecast” is the mean distribution over all individual CDFs (also
called the “mixture” distribution). The confidence interval is generated by bootstrapping (clustering on respondents) and plotting the 95% interval for
estimated probabilities at each year. Survey weights are not used in this analysis due to problems incorporating survey weights into the bootstrap.
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Figure 6.1: The American public’s forecasts of high-level machine intelligence timelines

engineering degrees in our sample provide forecasts are more optimistic than those made by experts from Grace et al.
(2018); furthermore, their forecasts show considerable overlap with the overall public forecast (see Figure 6.1).
The above differences could be due to different definitions of high-level machine intelligence presented to respondents.
However, we suspect that it is not the case for the following reasons. (1) These differences in timelines are larger, more
significant than we think could be reasonably attributed to beliefs about these different levels of intelligence. (2) We
found similar results using the definition in Grace et al. (2018), on a (different) sample of the American public. In a pilot
survey conducted on Mechanical Turk during July 13-14, 2017, we asked American respondents about human-level AI,
defined as the following:

Human-level artificial intelligence (human-level AI) refers to computer systems that can operate with the
intelligence of an average human being. These programs can complete tasks or make decisions as successfully
as the average human can.

In this pilot study, respondents also provided forecasts that are more optimistic than the projections by AI experts. The
respondents predict a median probability of 44% by 2027, a median probability of 62% by 2037, and a median probability
of 83% by 2067.
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Figure 6.2: Support for developing high-level machine intelligence

eXk �K2`B+�Mb 2tT`2bb KBt2/ bmTTQ`i 7Q` /2p2HQTBM; ?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2

Respondents were asked how much they support or oppose the development of high-level machine intelligence. (See
Appendix B for the question text.) Americans express mixed support for developing high-level machine intelligence,
much like how they feel about developing AI. About one-third of Americans (31%) somewhat or strongly support the
development of high-level machine intelligence, while 27% somewhat or strongly oppose it.15 Many express a neutral
attitude: 29% state that they neither support nor oppose, while 12% indicate they don’t know.
The correlation between support for developing AI and support for developing high-level machine intelligence is 0.61.
The mean level of support for developing high-level machine intelligence, compared with the mean level of support for
developing AI, is 0.24 points (MOE = +/- 0.04) lower on a five-point scale (two-sided p-value < 0.001), according to
Table C.31.

eXj >B;?@BM+QK2 �K2`B+�Mb- K2M- �M/ i?Qb2 rBi? i2+? 2tT2`B2M+2 2tT`2bb ;`2�i2` bmTTQ`i 7Q`
?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2

Support for developing high-level machine intelligence varies greatly between demographic subgroups, although only a
minority in each subgroup supports developing the technology. Some of the demographic trends we observe regarding
support for developing AI also are evident regarding support for high-level machine intelligence. Men (compared with
women), high-income Americans (compared with low-income Americans), and those with tech experience (compared
with those without) express greater support for high-level machine intelligence.
15The discrepancy between this figure and the percentages in Figure 6.2 is due to rounding. According to Table B.129, 7.78% strongly support and

23.58% somewhat support; therefore, 31.36% – rounding to 31% – of respondents either support or somewhat support.
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We used a multiple regression that includes all of the demographic variables to predict support for developing high-level
machine intelligence. The support for developing AI outcome variable was standardized, so it has mean 0 and unit
variance.
Significant predictors correlated with support for developing high-level machine intelligence include:
• Being male (versus being female)
• Identifying as a Republican (versus identifying as an Independent or “other”)16
• Having a family income of more than $100,000 annually (versus having a family income of less than $30,000
annually)

• Having CS or programming experience (versus not having such experience)
This last result about women less supportive of developing high-level machine intelligence than men is noteworthy as it
speaks to the contrary claim sometimes made that it is primarily men who are concerned about the risks from advanced
AI. Men are argued to be disproportionately worried about human-level AI because of reasons related to evolutionary
psychology (Pinker 2018) or because they have the privilege of not confronting the other harms from AI, such as biased
algorithms (Crawford 2016).
We also performed the analysis above but controlling for respondents’ support for developing AI (see Appendix). Doing
so allows us to identify subgroups those attitudes toward AI diverges from their attitudes toward high-level machine
intelligence. In this secondary analysis, we find that being 73 or older is a significant predictor of support for developing
high-level machine intelligence. In contrast, having a four-year college degree is a significant predictor of opposition to
developing high-level machine intelligence. These are interesting inversions of the bivariate association, where older and
less educated respondents were more concerned about AI; future work could explore this nuance.

eX9 h?2 Tm#HB+ 2tT2+ib ?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2 iQ #2 KQ`2 ?�`K7mH i?�M ;QQ/

This question sought to quantify respondents’ expected outcome of high-level machine intelligence. (See Appendix B for
the question text.) Respondents were asked to consider the following:

Suppose that high-level machine intelligence could be developed one day. How positive or negative do you
expect the overall impact of high-level machine intelligence to be on humanity in the long run?

Americans, on average, expect that high-level machine intelligence will have a harmful impact on balance. Overall,
34% think that the technology will have a harmful impact; in particular, 12% said it could be extremely bad, leading
to possible human extinction. More than a quarter of Americans think that high-level machine intelligence will be good
for humanity, with 5% saying it will be extremely good. Since forecasting the impact of such technology on humanity is
highly uncertain, 18% of respondents selected “I don’t know.” The correlation between one’s expected outcome and one’s
support for developing high-level machine intelligence is 0.69.
A similar question was asked to AI experts in Grace et al. (2018); instead of merely selecting one expected outcome, the
AI experts were asked to predict the likelihood of each outcome. In contrast to the general public, the expert respondents
think that high-level machine intelligence will be more beneficial than harmful.17 Although they assign, on average, a
27% probability of high-level machine intelligence of being extremely good for humanity, they also assign, on average, a
9% probability of the technology being extremely bad, including possibly causing human extinction.

16In the survey, we allowed those who did not identify as Republican, Democrat, or Independent to select “other.” The difference in responses between
Republicans and Democrats is not statistically significant at the 5% level. Nevertheless, we caution against over-interpreting these results related to
respondents’ political identification because the estimated differences are substantively small while the correlating confidence intervals are wide.
17To make the two groups’ results more comparable, we calculated the expected value of the experts’ predicted outcomes so that it is on the same

-2 to 2 scale as the public’s responses. To calculate this expected value, we averaged the sums of each expert’s predicted likelihoods multiplied by the
corresponding outcomes; we used the same numerical outcome as described in the previous subsection. The expected value of the experts’ predicted
outcomes is 0.08, contrasted with the public’s average response of -0.17.
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Figure 6.3: Support for developing high-level machine intelligence across demographic characteristics: distribution of
responses
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Figure 6.4: Support for developing high-level machine intelligence across demographic characteristics: average support
across groups



�`iB}+B�H AMi2HHB;2M+2, �K2`B+�M �iiBim/2b �M/ h`2M/b UC�Mm�`v kyRNV 9y

−0.12

−0.03

0.12

0.18

0.01

−0.04

<0.01

0.09

0.11

−0.13

−0.01

0.09

0.19

<0.01

0.09

0.06

−0.07

<0.01

0.36
CS or programming experience

CS or engineering degree

Born−again Christian

Other religion

No religious affiliation

Prefer not to say income

Income more than $100K

Income $70−100K

Income $30−70K

Independent/Other

Democrat

Employed (full− or part−time)

College+

Some college

Non−white

Male

Age 73 and older

Age 54−72

Age 38−53

−0.25 0.00 0.25 0.50
Coefficient estimates (outcome standardized)

D
em

og
ra

ph
ic

 c
ha

ra
ct

er
is

tic
s

Source: Center for the Governance of AI

Figure 6.5: Predicting support for developing high-level machine intelligence using demographic characteristics: results
from a multiple linear regression that includes all demographic variables
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Figure 6.6: Expected positive or negative impact of high-level machine intelligence on humanity
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YouGov interviewed 2,387 respondents who were then matched down to a sample of 2,000 to produce the final dataset.
The respondents were matched to a sampling frame on gender, age, race, and education. The frame was constructed by
stratified sampling from the full 2016 American Community Survey (ACS) one-year sample with selection within strata
by weighted sampling with replacements (using the person weights on the public use file).
The matched cases were weighted to the sampling frame using propensity scores. The matched cases and the frame were
combined and a logistic regression was estimated for inclusion in the frame. The propensity score function included age,
gender, race/ethnicity, years of education, and geographic region. The propensity scores were grouped into deciles of the
estimated propensity score in the frame and post-stratified according to these deciles.
The weights were then post-stratified on 2016 U.S. presidential vote choice, and a four-way stratification of gender, age
(four-categories), race (four-categories), and education (four-categories), to produce the final weight.

�Xk .2KQ;`�T?B+ bm#;`QmTb

We use the following demographic subjects in our analysis:
• Age group as defined by Pew Research Center: Millennial/post-Millennial adults (born after 1980; ages 18-37 in
2018), Gen Xers (born 1965-1980; ages 38-53 in 2018), Baby Boomers (born 1946-1964; ages 54-72 in 2018),
Silents/Greatest Generation (1945 and earlier; ages 73 and over in 2018)

• Gender: male, female
• Race: white, non-white
• Level of education: graduated from high school or less, some college (including two-year college), graduated from
a four-year college or more

• Employment status: employed (full- or part-time), not employed
• Annual household income: less than $30,000, $30,000-70,000, $70,000-100,000, more than $100,000, prefer not
to say

• Political party identification: Democrats (includes those who lean Democrat), Republicans (includes those who
lean Republican), Independents/Others

• Religion: Christian, follow other religions, non-religious
• Identifies as a born-again Christian: yes, no
• Completed a computer science or engineering degree in undergraduate or graduate school: yes, no
• Has computer science or programming experience: yes, no

We report the unweighted sample sizes of the demographic subgroups in Table A.1.

Table A.1: Size of demographic subgroups

Demographic subgroups Unweighted sample sizes
Age 18-37 702
Age 38-53 506
Age 54-72 616
Age 73 and older 176
Female 1048
Male 952
White 1289
Non-white 711
HS or less 742
Some college 645
College+ 613

http://www.pewresearch.org/fact-tank/2018/03/01/defining-generations-where-millennials-end-and-post-millennials-begin/
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Demographic subgroups Unweighted sample sizes
Not employed 1036
Employed (full- or part-time) 964
Income less than $30K 531
Income $30-70K 626
Income $70-100K 240
Income more than $100K 300
Prefer not to say income 303
Republican 470
Democrat 699
Independent/Other 831
Christian 1061
No religious affiliation 718
Other religion 221
Not born-again Christian 1443
Born-again Christian 557
No CS or engineering degree 1805
CS or engineering degree 195
No CS or programming experience 1265
CS or programming experience 735

�Xj �M�HvbBb

We pre-registered the analysis of this survey on Open Science Framework. Pre-registration increases research transparency
by requiring researchers to specify their analysis before analyzing the data (Nosek et al. 2018). Doing so prevents
researchers from misusing data analysis to come up with statistically significant results when they do not exist, otherwise
known as p-hacking.
Unless otherwise specified, we performed the following procedure:
• Survey weights provided by YouGov were used in our primary analysis. For transparency, Appendix B contains the
unweighted topline results, including raw frequencies.

• For estimates of summary statistics or coefficients, “don’t know” or missing responses were re-coded to the weighted
overall mean, unconditional on treatment conditions. Almost all questions had a “don’t know” option. If more than
10% of the variable’s values were don’t know” or missing, we included a (standardized) dummy variable for “don’t
know”/missing in the analysis. For survey experiment questions, we compared “don’t know”/missing rates across
experimental conditions. Our decision was informed by the Standard Operating Procedures for Don Green’s Lab at
Columbia University (Lin and Green 2016).

• Heteroscedasticity-consistent standard errors were used to generate the margins of error at the 95% confidence
level. We report cluster-robust standard errors whenever there is clustering by respondent. In figures, each error
bar shows the 95% confidence intervals. Each confidence ellipse shows the 95% confidence region of the bivariate
means assuming the two variables are distributed multivariate normal.

• In regression tables, * denotes p < 0.05, ** denotes p < 0.01, and *** denotes p < 0.001.

�X9 .�i� b?�`BM;

We plan to make our survey data, as well as the R and Markdown code that produced this report, publicly available
through the Harvard Dataverse six months after the publication of this report.

https://osf.io/7gqvm/
https://github.com/acoppock/Green-Lab-SOP
https://github.com/acoppock/Green-Lab-SOP
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Below, we present the survey text as shown to respondents. The numerical codings are shown in parentheses following
each answer choice.
In addition, we report the topline results: percentages weighted to be representative of the U.S. adult population, the
unweighted raw percentages, and the raw frequencies. Note that in all survey experiments, respondents were randomly
assigned to each experimental group with equal probability.

"XR :HQ#�H `BbFb

[All respondents were presented with the following prompt.]
We want to get your opinion about global risks. A “global risk” is an uncertain event or condition that, if it happens, could
cause a significant negative impact for at least 10 percent of the world’s population. That is at least 1 in 10 people around
the world could experience a significant negative impact.
You will be asked to consider 5 potential global risks.
[Respondents were presented with five items randomly selected from the list below. One item was shown at a time.]
• Failure to address climate change: Continued failure of governments and businesses to pass effective measures
to reduce climate change, protect people, and help those impacted by climate change to adapt.

• Failure of regional or global governance: Regional organizations (e.g., the European Union) or global organiza-
tions (e.g., the United Nations) are unable to resolve issues of economic, political, or environmental importance.

• Conflict between major countries: Disputes between major countries that lead to economic, military, cyber, or
societal conflicts.

• Weapons of mass destruction: Use of nuclear, chemical, biological or radiological weapons, creating international
crises and killing large numbers of people.

• Large-scale involuntary migration: Large-scale involuntary movement of people, such as refugees, caused by
conflict, disasters, environmental or economic reasons.

• Rapid and massive spread of infectious diseases: The uncontrolled spread of infectious diseases, for instance as
a result of resistance to antibiotics, that leads to widespread deaths and economic disruptions.

• Water crises: A large decline in the available quality and quantity of fresh water that harms human health and
economic activity.

• Food crises: Large numbers of people are unable to buy or access food. Harmful consequences of artificial intelli-
gence (AI): Intended or unintended consequences of artificial intelligence that causes widespread harm to humans,
the economy, and the environment.

• Harmful consequences of synthetic biology: Intended or unintended consequences of synthetic biology, such as
genetic engineering, that causes widespread harm to humans, the economy, and the environment.

• Large-scale cyber attacks: Large-scale cyber attacks that cause large economic damages, tensions between coun-
tries, and widespread loss of trust in the internet.

• Large-scale terrorist attacks: Individuals or non-government groups with political or religious goals that cause
large numbers of deaths and major material damage.

• Global recession: Economic decline in several major countries that leads to a decrease in income and high unem-
ployment.

• Extremeweather events: Extremeweather events that cause large numbers of deaths as well as damage to property,
infrastructure, and the environment.

• Major natural disasters: Earthquakes, volcanic activity, landslides, tsunamis, or geomagnetic storms that cause
large numbers of deaths as well as damage to property, infrastructure, and the environment.

QUESTION:
What is the likelihood of [INSERT GLOBAL RISK] happening globally within the next 10 years? Please use the slider
to indicate your answer. 0% chance means it will certainly not happen and 100% chance means it will certainly happen.
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ANSWER CHOICES:18

• Very unlikely: less than 5% chance (2.5%)
• Unlikely: 5-20% chance (12.5%)
• Somewhat unlikely: 20-40% chance (30%)
• Equally likely as unlikely: 40-60% chance (50%)
• Somewhat likely: 60-80% chance (70%)
• Likely: 80-95% chance (87.5%)
• Very likely: more than 95% chance (97.5%)
• I don’t know

QUESTION:
If [INSERTGLOBAL RISK] were to happen, what would be the size of the negative impact for several countries or industries
within the next 10 years?
ANSWER CHOICES:

• Minimal (0)
• Minor (1)
• Moderate (2)
• Severe (3)
• Catastrophic (4)
• I don’t know

Table B.1: Likelihood - Failure to address climate change; N = 666

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 10.53 10.21 68
Unlikely 5-20% 6.87 6.46 43
Somewhat unlikely 20-40% 11.61 11.41 76
Equally likely as unlikely 40-60% 18.44 18.62 124
Somewhat likely 60-80% 15.81 15.77 105
Likely 80-95% 13.47 13.81 92
Very likely > 95% 16.00 16.37 109
I don’t know 7.17 7.21 48
Skipped 0.10 0.15 1

Table B.2: Likelihood - Failure of regional/global governance; N = 652

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 5.40 5.52 36
Unlikely 5-20% 7.99 7.98 52
Somewhat unlikely 20-40% 12.14 12.42 81
Equally likely as unlikely 40-60% 24.71 24.39 159
Somewhat likely 60-80% 17.80 18.10 118
Likely 80-95% 11.54 11.96 78
Very likely > 95% 8.86 9.51 62
I don’t know 10.96 9.66 63
Skipped 0.58 0.46 3

18For this and other questions that ask respondents about likelihoods, eachmultiple-choice answer was coded to themean value across the probabilities
in the answer’s range.
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Table B.3: Likelihood - Conflict between major countries; N = 625

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.47 3.36 21
Unlikely 5-20% 6.45 7.04 44
Somewhat unlikely 20-40% 10.68 10.40 65
Equally likely as unlikely 40-60% 22.16 20.64 129
Somewhat likely 60-80% 22.46 23.36 146
Likely 80-95% 13.92 14.24 89
Very likely > 95% 12.21 12.80 80
I don’t know 8.49 8.00 50
Skipped 0.16 0.16 1

Table B.4: Likelihood - Weapons of mass destruction; N = 645

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 7.05 6.67 43
Unlikely 5-20% 13.71 13.80 89
Somewhat unlikely 20-40% 15.19 15.04 97
Equally likely as unlikely 40-60% 24.33 24.19 156
Somewhat likely 60-80% 17.15 17.36 112
Likely 80-95% 9.26 9.15 59
Very likely > 95% 6.44 6.98 45
I don’t know 6.87 6.82 44
Skipped 0 0 0

Table B.5: Likelihood - Large-scale involuntary migration; N = 628

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 6.70 6.53 41
Unlikely 5-20% 7.83 7.32 46
Somewhat unlikely 20-40% 11.57 11.62 73
Equally likely as unlikely 40-60% 18.65 18.31 115
Somewhat likely 60-80% 20.91 21.34 134
Likely 80-95% 13.63 14.01 88
Very likely > 95% 12.31 13.06 82
I don’t know 8.27 7.64 48
Skipped 0.12 0.16 1

Table B.6: Likelihood - Spread of infectious diseases; N = 620

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 4.76 4.03 25
Unlikely 5-20% 13.12 13.06 81
Somewhat unlikely 20-40% 17.24 17.58 109
Equally likely as unlikely 40-60% 22.76 23.39 145
Somewhat likely 60-80% 17.55 17.58 109
Likely 80-95% 10.07 10.00 62
Very likely > 95% 6.94 6.94 43
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Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 7.46 7.26 45
Skipped 0.12 0.16 1

Table B.7: Likelihood - Water crises; N = 623

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 6.37 6.10 38
Unlikely 5-20% 9.71 10.43 65
Somewhat unlikely 20-40% 13.22 13.64 85
Equally likely as unlikely 40-60% 21.23 21.03 131
Somewhat likely 60-80% 20.26 19.26 120
Likely 80-95% 11.04 10.91 68
Very likely > 95% 10.83 11.72 73
I don’t know 7.33 6.90 43
Skipped 0 0 0

Table B.8: Likelihood - Food crises; N = 1073

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 6.29 5.96 64
Unlikely 5-20% 12.53 11.65 125
Somewhat unlikely 20-40% 14.49 14.82 159
Equally likely as unlikely 40-60% 22.53 22.55 242
Somewhat likely 60-80% 16.90 17.24 185
Likely 80-95% 10.46 10.90 117
Very likely > 95% 9.38 10.07 108
I don’t know 7.36 6.71 72
Skipped 0.08 0.09 1

Table B.9: Likelihood - Harmful consequences of AI; N = 573

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 11.26 11.34 65
Unlikely 5-20% 16.43 16.06 92
Somewhat unlikely 20-40% 15.95 15.53 89
Equally likely as unlikely 40-60% 19.36 20.07 115
Somewhat likely 60-80% 11.56 11.34 65
Likely 80-95% 8.30 8.03 46
Very likely > 95% 7.71 7.85 45
I don’t know 9.43 9.77 56
Skipped 0 0 0
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Table B.10: Likelihood - Harmful consequences of synthetic biology; N =
630

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 9.92 9.68 61
Unlikely 5-20% 15.66 15.08 95
Somewhat unlikely 20-40% 15.06 15.24 96
Equally likely as unlikely 40-60% 23.48 22.86 144
Somewhat likely 60-80% 12.32 12.86 81
Likely 80-95% 7.47 7.62 48
Very likely > 95% 6.04 6.19 39
I don’t know 10.06 10.48 66
Skipped 0 0 0

Table B.11: Likelihood - Cyber attacks; N = 650

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.04 2.15 14
Unlikely 5-20% 4.28 3.69 24
Somewhat unlikely 20-40% 7.74 7.85 51
Equally likely as unlikely 40-60% 15.78 16.15 105
Somewhat likely 60-80% 22.66 21.85 142
Likely 80-95% 16.44 16.62 108
Very likely > 95% 22.40 23.54 153
I don’t know 8.53 8.00 52
Skipped 0.12 0.15 1

Table B.12: Likelihood - Terrorist attacks; N = 635

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 5.21 4.88 31
Unlikely 5-20% 4.53 4.88 31
Somewhat unlikely 20-40% 12.43 11.81 75
Equally likely as unlikely 40-60% 19.47 19.21 122
Somewhat likely 60-80% 22.28 22.52 143
Likely 80-95% 15.74 15.43 98
Very likely > 95% 12.45 12.91 82
I don’t know 7.89 8.35 53
Skipped 0 0 0

Table B.13: Likelihood - Global recession; N = 599

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 4.17 3.67 22
Unlikely 5-20% 7.34 7.18 43
Somewhat unlikely 20-40% 12.68 12.85 77
Equally likely as unlikely 40-60% 23.43 24.21 145
Somewhat likely 60-80% 23.83 23.04 138
Likely 80-95% 10.80 10.85 65
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Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very likely > 95% 8.34 8.68 52
I don’t know 9.41 9.52 57
Skipped 0 0 0

Table B.14: Likelihood - Extreme weather events; N = 613

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.52 3.10 19
Unlikely 5-20% 5.64 5.22 32
Somewhat unlikely 20-40% 8.77 8.81 54
Equally likely as unlikely 40-60% 20.12 18.76 115
Somewhat likely 60-80% 18.09 18.27 112
Likely 80-95% 13.02 14.03 86
Very likely > 95% 24.95 25.45 156
I don’t know 5.89 6.36 39
Skipped 0 0 0

Table B.15: Likelihood - Natural disasters; N = 637

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.47 2.51 16
Unlikely 5-20% 4.10 4.08 26
Somewhat unlikely 20-40% 7.32 7.06 45
Equally likely as unlikely 40-60% 17.63 17.74 113
Somewhat likely 60-80% 19.43 19.15 122
Likely 80-95% 18.12 18.05 115
Very likely > 95% 25.73 26.37 168
I don’t know 5.21 5.02 32
Skipped 0 0 0

Table B.16: Size of negative impact - Failure to address climate change; N
= 666

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 13.46 13.96 93
Minor 11.26 10.96 73
Moderate 23.37 23.27 155
Severe 28.41 28.08 187
Catastrophic 14.26 14.56 97
I don’t know 9.13 9.01 60
Skipped 0.10 0.15 1
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Table B.17: Size of negative impact - Failure of regional/global governance;
N = 652

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 6.04 5.98 39
Minor 6.09 5.67 37
Moderate 28.68 28.99 189
Severe 33.21 34.05 222
Catastrophic 10.76 10.89 71
I don’t know 15.12 14.26 93
Skipped 0.10 0.15 1

Table B.18: Size of negative impact - Conflict between major countries; N
= 625

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 1.18 0.96 6
Minor 4.94 4.80 30
Moderate 28.81 28.16 176
Severe 38.23 38.56 241
Catastrophic 14.80 16.00 100
I don’t know 11.89 11.36 71
Skipped 0.14 0.16 1

Table B.19: Size of negative impact - Weapons of mass destruction; N =
645

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.28 2.17 14
Minor 4.99 4.19 27
Moderate 13.57 13.49 87
Severe 31.05 31.01 200
Catastrophic 38.06 39.38 254
I don’t know 10.05 9.77 63
Skipped 0 0 0

Table B.20: Size of negative impact - Large-scale involuntary migration; N
= 628

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.07 2.07 13
Minor 8.67 8.28 52
Moderate 25.63 25.96 163
Severe 35.31 36.15 227
Catastrophic 18.14 17.83 112
I don’t know 9.99 9.55 60
Skipped 0.19 0.16 1
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Table B.21: Size of negative impact - Spread of infectious diseases; N =
620

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.72 2.58 16
Minor 6.03 5.65 35
Moderate 26.86 28.06 174
Severe 32.00 32.58 202
Catastrophic 20.50 20.48 127
I don’t know 11.88 10.65 66
Skipped 0 0 0

Table B.22: Size of negative impact - Water crises; N = 623

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 1.72 1.93 12
Minor 4.42 4.65 29
Moderate 19.92 19.42 121
Severe 36.71 36.44 227
Catastrophic 27.24 28.25 176
I don’t know 10.00 9.31 58
Skipped 0 0 0

Table B.23: Size of negative impact - Food crises; N = 1073

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.55 2.61 28
Minor 7.22 6.99 75
Moderate 22.81 22.37 240
Severe 33.93 34.67 372
Catastrophic 24.04 24.88 267
I don’t know 9.38 8.39 90
Skipped 0.08 0.09 1

Table B.24: Size of negative impact - Harmful consequences of AI; N = 573

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 7.54 7.50 43
Minor 14.82 13.79 79
Moderate 27.77 27.92 160
Severe 20.46 21.82 125
Catastrophic 14.62 14.31 82
I don’t know 14.79 14.66 84
Skipped 0 0 0
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Table B.25: Size of negative impact - Harmful consequences of synthetic
biology; N = 630

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 6.77 6.67 42
Minor 11.95 11.59 73
Moderate 28.40 27.94 176
Severe 26.03 26.03 164
Catastrophic 11.15 11.90 75
I don’t know 15.70 15.87 100
Skipped 0 0 0

Table B.26: Size of negative impact - Cyber attacks; N = 650

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 1.19 1.23 8
Minor 4.46 4.46 29
Moderate 21.43 21.23 138
Severe 38.26 37.69 245
Catastrophic 23.01 24.46 159
I don’t know 11.66 10.92 71
Skipped 0 0 0

Table B.27: Size of negative impact - Terrorist attacks; N = 635

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.61 2.68 17
Minor 6.11 6.14 39
Moderate 29.29 29.45 187
Severe 33.69 33.70 214
Catastrophic 15.97 15.91 101
I don’t know 12.32 12.13 77
Skipped 0 0 0

Table B.28: Size of negative impact - Global recession; N = 599

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.71 2.67 16
Minor 5.94 5.68 34
Moderate 29.89 29.72 178
Severe 35.49 36.23 217
Catastrophic 14.63 14.52 87
I don’t know 11.35 11.19 67
Skipped 0 0 0



�`iB}+B�H AMi2HHB;2M+2, �K2`B+�M �iiBim/2b �M/ h`2M/b UC�Mm�`v kyRNV 8j

Table B.29: Size of negative impact - Extreme weather events; N = 613

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 2.54 2.45 15
Minor 6.69 6.53 40
Moderate 25.94 26.43 162
Severe 32.50 31.97 196
Catastrophic 22.79 23.00 141
I don’t know 9.56 9.62 59
Skipped 0 0 0

Table B.30: Size of negative impact - Natural disasters; N = 637

Responses Percentages (weighted) Percentages (unweighted) Raw frequencies
Minimal 1.29 1.26 8
Minor 5.86 5.81 37
Moderate 22.26 23.08 147
Severe 36.41 36.11 230
Catastrophic 27.47 27.32 174
I don’t know 6.72 6.44 41
Skipped 0 0 0

"Xk am`p2v 2tT2`BK2Mi, r?�i i?2 Tm#HB+ +QMbB/2`b �A- �miQK�iBQM- K�+?BM2 H2�`MBM;- �M/
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[Respondents were randomly assigned to one of the four questions. The order of answer choices was randomized, except
that “None of the above” was always shown last.]
QUESTIONS:
• In your opinion, which of the following technologies, if any, uses artificial intelligence (AI)? Select all the apply.
• In your opinion, which of the following technologies, if any, uses automation? Select all that apply.
• In your opinion, which of the following technologies, if any, uses machine learning? Select all that apply.
• In your opinion, which of the following technologies, if any, uses robotics? Select all that apply.

ANSWER CHOICES:
• Virtual assistants (e.g., Siri, Google Assistant, Amazon Alexa)
• Smart speakers (e.g., Amazon Echo, Google Home, Apple Homepod)
• Facebook photo tagging
• Google Search
• Recommendations for Netflix movies or Amazon ebooks
• Google Translate
• Driverless cars and trucks
• Social robots that can interact with humans
• Industrial robots used in manufacturing
• Drones that do not require a human controller
• None of the above

Table B.31: Artificial intelligence (AI); N = 493

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
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Virtual assistants (e.g., Siri,
Google Assistant, Amazon
Alexa)

62.87 64.30 317

Smart speakers (e.g.,
Amazon Echo, Google Home,
Apple Homepod)

55.46 56.19 277

Facebook photo tagging 36.16 36.51 180
Google Search 35.59 36.51 180
Recommendations for Netflix
movies or Amazon ebooks

27.73 29.01 143

Google Translate 29.49 30.02 148
Driverless cars and trucks 56.38 57.20 282
Social robots that can
interact with humans

63.63 64.10 316

Industrial robots used in
manufacturing

40.11 40.16 198

Drones that do not require a
human controller

53.48 52.74 260

Table B.32: Automation; N = 513

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Virtual assistants (e.g., Siri,
Google Assistant, Amazon
Alexa)

66.75 67.06 344

Smart speakers (e.g.,
Amazon Echo, Google Home,
Apple Homepod)

60.81 61.01 313

Facebook photo tagging 43.74 45.42 233
Google Search 52.12 53.80 276
Recommendations for Netflix
movies or Amazon ebooks

45.13 46.39 238

Google Translate 45.06 46.39 238
Driverless cars and trucks 68.16 68.62 352
Social robots that can
interact with humans

64.00 64.72 332

Industrial robots used in
manufacturing

64.70 65.11 334

Drones that do not require a
human controller

65.04 65.69 337

Table B.33: Machine learning; N = 508

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Virtual assistants (e.g., Siri,
Google Assistant, Amazon
Alexa)

59.10 60.43 307

Smart speakers (e.g.,
Amazon Echo, Google Home,
Apple Homepod)

46.70 46.65 237
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Facebook photo tagging 35.37 36.81 187
Google Search 45.42 46.26 235
Recommendations for Netflix
movies or Amazon ebooks

37.97 38.19 194

Google Translate 33.40 34.06 173
Driverless cars and trucks 52.96 54.33 276
Social robots that can
interact with humans

59.19 59.45 302

Industrial robots used in
manufacturing

37.41 37.80 192

Drones that do not require a
human controller

49.03 49.41 251

Table B.34: Robotics; N = 486

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Virtual assistants (e.g., Siri,
Google Assistant, Amazon
Alexa)

45.27 46.30 225

Smart speakers (e.g.,
Amazon Echo, Google Home,
Apple Homepod)

35.59 36.83 179

Facebook photo tagging 21.00 21.40 104
Google Search 22.07 23.25 113
Recommendations for Netflix
movies or Amazon ebooks

17.84 18.31 89

Google Translate 20.30 21.19 103
Driverless cars and trucks 60.26 61.93 301
Social robots that can
interact with humans

61.89 63.17 307

Industrial robots used in
manufacturing

67.99 69.75 339

Drones that do not require a
human controller

57.55 59.05 287

"Xj EMQrH2/;2 Q7 +QKTmi2` b+B2M+2 U*aVfi2+?MQHQ;v

QUESTION:
What is your knowledge of computer science/technology? (Select all that apply.)
ANSWER CHOICES:

• I have taken at least one college-level course in computer science.
• I have a computer science or engineering undergraduate degree.
• I have a graduate degree in computer science or engineering.
• I have programming experience.
• I don’t have any of the educational or work experiences described above.
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Table B.35: Computer science/technology background; N = 2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Took at least one college-level course in CS 24.73 25.05 501
CS or engineering undergraduate degree 7.12 7.30 146
CS or engineering graduate degree 3.85 3.75 75
Have programming experience 10.88 11.10 222
None of the above 63.68 63.20 1264

"X9 amTTQ`i 7Q` /2p2HQTBM; �A

[All respondents were presented with the following prompt.]
Next, we would like to ask you questions about your attitudes toward artificial intelligence.
Artificial Intelligence (AI) refers to computer systems that perform tasks or make decisions that usually require human
intelligence. AI can perform these tasks or make these decisions without explicit human instructions. Today, AI has been
used in the following applications:
[Respondents were shown five items randomly selected from the list below.]
• Translate over 100 different languages
• Predict one’s Google searches
• Identify people from their photos
• Diagnose diseases like skin cancer and common illnesses
• Predict who are at risk of various diseases
• Help run factories and warehouses
• Block spam email
• Play computer games
• Help conduct legal case research
• Categorize photos and videos
• Detect plagiarism in essays
• Spot abusive messages on social media
• Predict what one is likely to buy online
• Predict what movies or TV shows one is likely to watch online

QUESTION:
How much do you support or oppose the development of AI?
ANSWER CHOICES:

• Strongly support (2)
• Somewhat support (1)
• Neither support nor oppose (0)
• Somewhat oppose (-1)
• Strongly oppose (-2)
• I don’t know

Table B.36: Support for developing AI; N = 2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly support 12.58 12.65 253
Somewhat support 28.36 28.65 573
Neither support nor oppose 27.84 27.60 552
Somewhat oppose 12.79 12.75 255
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly oppose 8.90 9.05 181
I don’t know 9.54 9.30 186
Skipped 0 0 0

"X8 am`p2v 2tT2`BK2Mi, �A �M/fQ` `Q#Qib b?QmH/ #2 +�`27mHHv K�M�;2/

QUESTION:
Please tell me to what extent you agree or disagree with the following statement.
[Respondents were presented with one statement randomly selected from the list below.]
• AI and robots are technologies that require careful management.
• AI is a technology that requires careful management.
• Robots are technologies that require careful management.

ANSWER CHOICES:
• Totally agree (2)
• Tend to agree (1)
• Tend to disagree (-1)
• Totally disagree (-2)
• I don’t know

Table B.37: Responses to statement - AI and robots; N = 656

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Totally agree 51.41 53.20 349
Tend to agree 30.09 28.96 190
Tend to disagree 4.79 3.81 25
Totally disagree 0.59 0.76 5
I don’t know 13.12 13.26 87
Skipped 0 0 0

Table B.38: Responses to statement - AI; N = 667

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Totally agree 53.54 53.67 358
Tend to agree 30.85 30.13 201
Tend to disagree 3.67 3.90 26
Totally disagree 0.80 0.90 6
I don’t know 11.14 11.39 76
Skipped 0 0 0

Table B.39: Responses to statement - Robots; N = 677

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Totally agree 51.66 52.44 355
Tend to agree 30.31 31.31 212
Tend to disagree 5.76 5.17 35
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Totally disagree 1.81 1.48 10
I don’t know 10.46 9.60 65
Skipped 0 0 0

"Xe h`mbi Q7 �+iQ`b iQ /2p2HQT �A

QUESTION:
How much confidence, if any, do you have in each of the following to develop AI in the best interests of the public?
[Respondents were shown five items randomly selected from the list below. We included explainer text for actors not well
known to the public; respondents could view the explainer text by hovering their mouse over the actor’s name. The items
and the answer choices were shown in a matrix format.]
• The U.S. military
• The U.S. civilian government
• National Security Agency (NSA)
• Federal Bureau of Investigation (FBI)
• Central Intelligence Agency (CIA)
• North Atlantic Treaty Organization (NATO)
• Explainer text for NATO: NATO is a military alliance that includes 28 countries including most of Europe, as well
as the U.S. and Canada.

• An international research organization (e.g., CERN)
• Explainer text for CERN: The European Organization for Nuclear Research, known as CERN, is a European research
organization that operates the largest particle physics laboratory in the world.

• Tech companies
• Google
• Facebook
• Apple
• Microsoft
• Amazon
• A non-profit AI research organization (e.g., OpenAI)
• Explainer text for OpenAI: Open AI is an AI non-profit organization with backing from tech investors that seeks to
develop safe AI. University researchers

ANSWER CHOICES:
• A great deal of confidence (3)
• A fair amount of confidence (2)
• Not too much confidence (1)
• No confidence (0)
• I don’t know

Table B.40: U.S. military; N = 638

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 17.16 17.08 109
A fair amount of confidence 32.19 30.88 197
Not too much confidence 23.92 24.14 154
No confidence 14.40 14.89 95
I don’t know 12.33 13.01 83
Skipped 0 0 0
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Table B.41: U.S. civilian government; N = 671

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 5.59 5.66 38
A fair amount of confidence 24.04 24.29 163
Not too much confidence 32.77 33.23 223
No confidence 23.80 23.40 157
I don’t know 13.79 13.41 90
Skipped 0 0 0

Table B.42: NSA; N = 710

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 9.63 9.30 66
A fair amount of confidence 28.04 26.90 191
Not too much confidence 26.65 26.76 190
No confidence 22.82 24.37 173
I don’t know 12.87 12.68 90
Skipped 0 0 0

Table B.43: FBI; N = 656

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 9.26 9.60 63
A fair amount of confidence 26.20 25.46 167
Not too much confidence 25.07 25.15 165
No confidence 27.10 27.44 180
I don’t know 12.25 12.20 80
Skipped 0.14 0.15 1

Table B.44: CIA; N = 730

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 8.43 8.77 64
A fair amount of confidence 26.10 25.07 183
Not too much confidence 26.80 26.99 197
No confidence 25.61 26.30 192
I don’t know 12.93 12.74 93
Skipped 0.13 0.14 1

Table B.45: NATO; N = 695

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 4.40 4.17 29
A fair amount of confidence 25.41 24.75 172
Not too much confidence 25.98 26.62 185
No confidence 23.13 24.03 167
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 21.08 20.43 142
Skipped 0 0 0

Table B.46: Intergovernmental research organizations (e.g., CERN); N =
645

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 11.97 12.25 79
A fair amount of confidence 28.87 28.84 186
Not too much confidence 22.94 22.64 146
No confidence 16.85 16.59 107
I don’t know 19.37 19.69 127
Skipped 0 0 0

Table B.47: Tech companies; N = 674

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.28 10.83 73
A fair amount of confidence 34.15 34.57 233
Not too much confidence 28.40 27.15 183
No confidence 14.91 15.13 102
I don’t know 12.15 12.17 82
Skipped 0.12 0.15 1

Table B.48: Google; N = 645

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 11.91 11.47 74
A fair amount of confidence 27.35 26.82 173
Not too much confidence 25.92 26.67 172
No confidence 21.56 21.40 138
I don’t know 13.00 13.33 86
Skipped 0.26 0.31 2

Table B.49: Facebook; N = 632

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 4.29 3.96 25
A fair amount of confidence 14.35 13.45 85
Not too much confidence 26.40 27.22 172
No confidence 41.27 42.88 271
I don’t know 13.44 12.18 77
Skipped 0.25 0.32 2
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Table B.50: Apple; N = 697

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.41 10.76 75
A fair amount of confidence 26.29 26.26 183
Not too much confidence 27.00 27.98 195
No confidence 22.20 21.81 152
I don’t know 13.84 12.91 90
Skipped 0.26 0.29 2

Table B.51: Microsoft; N = 597

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.85 10.89 65
A fair amount of confidence 33.08 32.66 195
Not too much confidence 26.89 27.14 162
No confidence 17.99 17.76 106
I don’t know 11.05 11.39 68
Skipped 0.14 0.17 1

Table B.52: Amazon; N = 685

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.60 10.95 75
A fair amount of confidence 29.53 29.34 201
Not too much confidence 25.51 25.40 174
No confidence 22.02 22.19 152
I don’t know 12.34 12.12 83
Skipped 0 0 0

Table B.53: Non-profit (e.g., OpenAI); N = 659

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.19 10.17 67
A fair amount of confidence 29.40 30.35 200
Not too much confidence 23.57 23.98 158
No confidence 13.65 13.66 90
I don’t know 23.04 21.70 143
Skipped 0.13 0.15 1

Table B.54: University researchers; N = 666

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 13.86 14.11 94
A fair amount of confidence 36.29 36.04 240
Not too much confidence 22.27 22.82 152
No confidence 12.75 12.31 82
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 14.70 14.56 97
Skipped 0.14 0.15 1

"Xd h`mbi Q7 �+iQ`b iQ K�M�;2 �A

QUESTION:
How much confidence, if any, do you have in each of the following to manage the development and use of AI in the
best interests of the public?
[Respondents were shown five items randomly selected from the list below. We included explainer text for actors not well
known to the public; respondents could view the explainer text by hovering their mouse over the actor’s name. The items
and the answer choices were shown in a matrix format.]
• U.S. federal government
• U.S. state governments
• International organizations (e.g., United Nations, European Union)
• The United Nations (UN)
• An intergovernmental research organization (e.g., CERN)
• Explainer text for CERN: The European Organization for Nuclear Research, known as CERN, is a European research
organization that operates the largest particle physics laboratory in the world.

• Tech companies
• Google
• Facebook
• Apple
• Microsoft
• Amazon
• Non-government scientific organizations (e.g., AAAI)
• Explainer text for AAAI: Association for the Advancement of Artificial Intelligence (AAAI) is a non-government
scientific organization that promotes research in, and responsible use of AI.

• Partnership on AI, an association of tech companies, academics, and civil society groups
ANSWER CHOICES:

• A great deal of confidence (3)
• A fair amount of confidence (2)
• Not too much confidence (1)
• No confidence (0)
• I don’t know

Table B.55: U.S. federal government; N = 743

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 6.86 6.59 49
A fair amount of confidence 20.26 20.19 150
Not too much confidence 28.44 28.67 213
No confidence 31.50 32.44 241
I don’t know 12.68 11.84 88
Skipped 0.25 0.27 2
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Table B.56: U.S. state governments; N = 713

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 6.25 6.45 46
A fair amount of confidence 20.39 19.21 137
Not too much confidence 31.57 32.12 229
No confidence 29.65 30.72 219
I don’t know 11.69 11.22 80
Skipped 0.45 0.28 2

Table B.57: International organizations; N = 827

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 5.94 5.80 48
A fair amount of confidence 22.48 21.77 180
Not too much confidence 29.58 29.87 247
No confidence 26.81 27.45 227
I don’t know 14.81 14.87 123
Skipped 0.38 0.24 2

Table B.58: UN; N = 802

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 6.23 6.61 53
A fair amount of confidence 22.49 21.57 173
Not too much confidence 26.14 26.18 210
No confidence 31.90 31.55 253
I don’t know 12.64 13.59 109
Skipped 0.60 0.50 4

Table B.59: Intergovernmental research organizations (e.g., CERN); N =
747

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 6.69 7.10 53
A fair amount of confidence 30.51 29.72 222
Not too much confidence 23.89 24.10 180
No confidence 20.32 20.21 151
I don’t know 18.36 18.61 139
Skipped 0.22 0.27 2

Table B.60: Tech companies; N = 758

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 8.33 8.44 64
A fair amount of confidence 33.50 32.98 250
Not too much confidence 25.07 26.12 198
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
No confidence 19.88 20.45 155
I don’t know 12.81 11.74 89
Skipped 0.41 0.26 2

Table B.61: Google; N = 767

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 9.61 9.13 70
A fair amount of confidence 23.60 23.86 183
Not too much confidence 27.44 27.77 213
No confidence 25.13 25.03 192
I don’t know 13.75 13.95 107
Skipped 0.47 0.26 2

Table B.62: Facebook; N = 741

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 4.99 4.45 33
A fair amount of confidence 16.18 16.19 120
Not too much confidence 28.50 28.21 209
No confidence 36.95 38.46 285
I don’t know 13.14 12.42 92
Skipped 0.24 0.27 2

Table B.63: Apple; N = 775

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 8.25 8.39 65
A fair amount of confidence 25.10 24.90 193
Not too much confidence 29.08 28.65 222
No confidence 23.91 24.52 190
I don’t know 13.55 13.42 104
Skipped 0.12 0.13 1

Table B.64: Microsoft; N = 771

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 7.79 7.78 60
A fair amount of confidence 30.11 29.83 230
Not too much confidence 22.98 23.48 181
No confidence 24.10 24.38 188
I don’t know 14.68 14.14 109
Skipped 0.35 0.39 3



�`iB}+B�H AMi2HHB;2M+2, �K2`B+�M �iiBim/2b �M/ h`2M/b UC�Mm�`v kyRNV e8

Table B.65: Amazon; N = 784

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 10.19 10.33 81
A fair amount of confidence 25.22 24.87 195
Not too much confidence 25.20 25.38 199
No confidence 24.53 24.87 195
I don’t know 14.87 14.54 114
Skipped 0 0 0

Table B.66: Non-government scientific organization (e.g., AAAI); N = 792

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 7.64 7.83 62
A fair amount of confidence 30.32 30.05 238
Not too much confidence 25.37 26.39 209
No confidence 15.03 14.65 116
I don’t know 21.46 20.83 165
Skipped 0.19 0.25 2

Table B.67: Partnership on AI; N = 780

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
A great deal of confidence 8.89 9.23 72
A fair amount of confidence 30.12 29.49 230
Not too much confidence 25.89 26.79 209
No confidence 16.33 15.77 123
I don’t know 18.64 18.59 145
Skipped 0.12 0.13 1

"X3 �A ;Qp2`M�M+2 +?�HH2M;2b

We would like you to consider some potential policy issues related to AI. Please consider the following:
[Respondents were shown five randomly-selected items from the list below, one item at a time. For ease of comprehension,
we include the shorten labels used in the figures in square brackets.]

• [Hiring bias] Fairness and transparency in AI used in hiring: Increasingly, employers are using AI to make hiring
decisions. AI has the potential to make less biased hiring decisions than humans. But algorithms trained on biased
data can lead to lead to hiring practices that discriminate against certain groups. Also, AI used in this application
may lack transparency, such that human users do not understand what the algorithm is doing, or why it reaches
certain decisions in specific cases.

• [Criminal justice bias] Fairness and transparency in AI used in criminal justice: Increasingly, the criminal justice
system is using AI to make sentencing and parole decisions. AI has the potential to make less biased hiring decisions
than humans. But algorithms trained on biased data could lead to discrimination against certain groups. Also, AI
used in this application may lack transparency such that human users do not understand what the algorithm is
doing, or why it reaches certain decisions in specific cases.

• [Disease diagnosis] Accuracy and transparency in AI used for disease diagnosis: Increasingly, AI software has
been used to diagnose diseases, such as heart disease and cancer. One challenge is to make sure the AI can correctly
diagnose those who have the disease and not mistakenly diagnose those who do not have the disease. Another
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challenge is that AI used in this application may lack transparency such that human users do not understand what
the algorithm is doing, or why it reaches certain decisions in specific cases.

• [Data privacy] Protect data privacy: Algorithms used in AI applications are often trained on vast amounts of
personal data, including medical records, social media content, and financial transactions. Some worry that data
used to train algorithms are not collected, used, and stored in ways that protect personal privacy.

• [Autonomous vehicles] Make sure autonomous vehicles are safe: Companies are developing self-driving cars
and trucks that require little or no input from humans. Some worry about the safety of autonomous vehicles for
those riding in them as well as for other vehicles, cyclists, and pedestrians.

• [Ditigal manipulation] Prevent AI from being used to spread fake and harmful content online: AI has been used
by governments, private groups, and individuals to harm or manipulate internet users. For instance, automated
bots have been used to generate and spread false and/or harmful news stories, audios, and videos.

• [Cyber attacks] Prevent AI cyber attacks against governments, companies, organizations, and individuals:
Computer scientists have shown that AI can be used to launch effective cyber attacks. AI could be used to hack into
servers to steal sensitive information, shut down critical infrastructures like power grids or hospital networks, or
scale up targeted phishing attacks.

• [Surveillance] Prevent AI-assisted surveillance from violating privacy and civil liberties: AI can be used to
process and analyze large amounts of text, photo, audio, and video data from social media, mobile communica-
tions, and CCTV cameras. Some worry that governments, companies, and employers could use AI to increase their
surveillance capabilities.

• [U.S.-China arms race] Prevent escalation of a U.S.-China AI arms race: Leading analysts believe that an AI
arms race is beginning, in which the U.S. and China are investing billions of dollars to develop powerful AI systems
for surveillance, autonomous weapons, cyber operations, propaganda, and command and control systems. Some
worry that a U.S.-China arms race could lead to extreme dangers. To stay ahead, the U.S. and China may race to
deploy advanced military AI systems that they do not fully understand or can control. We could see catastrophic
accidents, such as a rapid, automated escalation involving cyber and nuclear weapons.

• [Value alignment] Make sure AI systems are safe, trustworthy, and aligned with human values: As AI systems
become more advanced, they will increasingly make decisions without human input. One potential fear is that AI
systems, while performing jobs they are programmed to do, could unintentionally make decisions that go against
the values of its human users, such as physically harming people.

• [Autonomous weapons] Ban the use of lethal autonomous weapons (LAWs): Lethal autonomous weapons
(LAWs) are military robots that can attack targets without control by humans. LAWs could reduce the use of
human combatants on the battlefield. But some worry that the adoption of LAWs could lead to mass violence.
Because they are cheap and easy to produce in bulk, national militaries, terrorists, and other groups could readily
deploy LAWs.

• [Technological unemployment] Guarantee a good standard of living for those who lose their jobs to automa-
tion: Some forecast that AI will increasingly be able to do jobs done by humans today. AI could potentially do
the jobs of blue-collar workers, like truckers and factory workers, as well as the jobs of white-collar workers, like
financial analysts or lawyers. Some worry that in the future, robots and computers can do most of the jobs that are
done by humans today.

• [Critical AI systems failure] Prevent critical AI systems failures: As AI systems become more advanced, they
could be used by the military or in critical infrastructure, like power grids, highways, or hospital networks. Some
worry that the failure of AI systems or unintentional accidents in these applications could cause 10 percent or more
of all humans to die.

QUESTION:
In the next 10 years, how likely do you think it is that this AI governance challenge will impact large numbers of
people in the U.S.?
ANSWER CHOICES:

• Very unlikely: less than 5% chance (2.5%)
• Unlikely: 5-20% chance (12.5%)
• Somewhat unlikely: 20-40% chance (30%)
• Equally likely as unlikely: 40-60% chance (50%)
• Somewhat likely: 60-80% chance (70%)
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• Likely: 80-95% chance (87.5%)
• Very likely: more than 95% chance (97.5%)
• I don’t know

QUESTION:
In the next 10 years, how likely do you think it is that this AI governance challenge will impact large numbers of
people around the world?
ANSWER CHOICES:

• Very unlikely: less than 5% chance (2.5%)
• Unlikely: 5-20% chance (12.5%)
• Somewhat unlikely: 20-40% chance (30%)
• Equally likely as unlikely: 40-60% chance (50%)
• Somewhat likely: 60-80% chance (70%)
• Likely: 80-95% chance (87.5%)
• Very likely: more than 95% chance (97.5%)
• I don’t know

QUESTION:
In the next 10 years, how important is it for tech companies and governments to carefully manage the following
challenge?
ANSWER CHOICES:

• Very important (3)
• Somewhat important (2)
• Not too important (1)
• Not at all important (0)
• I don’t know

Table B.68: Likelihood in the US - Hiring bias; N = 760

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.57 2.63 20
Unlikely 5-20% 6.07 6.18 47
Somewhat unlikely 20-40% 10.86 10.92 83
Equally likely as unlikely 40-60% 22.27 22.50 171
Somewhat likely 60-80% 23.34 22.89 174
Likely 80-95% 12.39 12.76 97
Very likely > 95% 9.86 9.61 73
I don’t know 12.35 12.37 94
Skipped 0.29 0.13 1

Table B.69: Likelihood in the US - Criminal justice bias; N = 778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 4.94 4.50 35
Unlikely 5-20% 8.76 8.61 67
Somewhat unlikely 20-40% 13.25 12.85 100
Equally likely as unlikely 40-60% 21.23 21.08 164
Somewhat likely 60-80% 17.13 17.22 134
Likely 80-95% 12.28 12.60 98
Very likely > 95% 9.05 9.64 75
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 12.90 12.98 101
Skipped 0.45 0.51 4

Table B.70: Likelihood in the US - Disease diagnosis; N = 767

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.79 2.61 20
Unlikely 5-20% 4.73 4.95 38
Somewhat unlikely 20-40% 10.18 9.52 73
Equally likely as unlikely 40-60% 23.12 23.21 178
Somewhat likely 60-80% 20.50 19.95 153
Likely 80-95% 13.43 13.95 107
Very likely > 95% 9.72 10.17 78
I don’t know 13.62 13.69 105
Skipped 1.91 1.96 15

Table B.71: Likelihood in the US - Data privacy; N = 807

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.75 2.11 17
Unlikely 5-20% 4.53 4.58 37
Somewhat unlikely 20-40% 7.52 7.19 58
Equally likely as unlikely 40-60% 16.10 15.86 128
Somewhat likely 60-80% 18.81 19.33 156
Likely 80-95% 17.00 16.36 132
Very likely > 95% 20.59 21.69 175
I don’t know 10.87 10.78 87
Skipped 1.84 2.11 17

Table B.72: Likelihood in the US - Autonomous vehicles; N = 796

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.65 3.64 29
Unlikely 5-20% 5.80 5.90 47
Somewhat unlikely 20-40% 10.93 10.43 83
Equally likely as unlikely 40-60% 16.17 16.33 130
Somewhat likely 60-80% 23.62 23.62 188
Likely 80-95% 15.78 15.45 123
Very likely > 95% 12.29 12.94 103
I don’t know 10.89 10.68 85
Skipped 0.87 1.01 8

Table B.73: Likelihood in the US - Digital manipulation; N = 741

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.79 2.83 21
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Unlikely 5-20% 3.24 3.10 23
Somewhat unlikely 20-40% 8.12 7.69 57
Equally likely as unlikely 40-60% 13.81 14.30 106
Somewhat likely 60-80% 16.58 16.33 121
Likely 80-95% 17.74 18.08 134
Very likely > 95% 23.45 23.62 175
I don’t know 12.49 12.15 90
Skipped 1.77 1.89 14

Table B.74: Likelihood in the US - Cyber attacks; N = 745

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.36 2.42 18
Unlikely 5-20% 4.28 3.89 29
Somewhat unlikely 20-40% 8.44 8.59 64
Equally likely as unlikely 40-60% 15.45 15.84 118
Somewhat likely 60-80% 19.22 19.46 145
Likely 80-95% 15.96 15.30 114
Very likely > 95% 20.52 21.21 158
I don’t know 9.70 10.47 78
Skipped 3.07 2.82 21

Table B.75: Likelihood in the US - Surveillance; N = 784

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.70 2.42 19
Unlikely 5-20% 2.92 2.81 22
Somewhat unlikely 20-40% 6.19 6.38 50
Equally likely as unlikely 40-60% 15.23 15.05 118
Somewhat likely 60-80% 18.95 18.75 147
Likely 80-95% 16.03 15.69 123
Very likely > 95% 23.52 24.23 190
I don’t know 12.15 12.12 95
Skipped 2.32 2.55 20

Table B.76: Likelihood in the US - U.S.-China arms race; N = 766

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.24 3.26 25
Unlikely 5-20% 5.98 6.01 46
Somewhat unlikely 20-40% 10.01 10.84 83
Equally likely as unlikely 40-60% 18.74 18.41 141
Somewhat likely 60-80% 20.08 19.71 151
Likely 80-95% 13.17 12.79 98
Very likely > 95% 10.62 11.36 87
I don’t know 15.17 14.62 112
Skipped 3.00 3.00 23
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Table B.77: Likelihood in the US - Value alignment; N = 783

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.78 4.21 33
Unlikely 5-20% 7.30 6.90 54
Somewhat unlikely 20-40% 9.01 9.07 71
Equally likely as unlikely 40-60% 20.34 19.54 153
Somewhat likely 60-80% 19.26 19.28 151
Likely 80-95% 13.66 13.79 108
Very likely > 95% 12.96 13.67 107
I don’t know 12.43 12.26 96
Skipped 1.26 1.28 10

Table B.78: Likelihood in the US - Autonomous weapons; N = 757

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 6.22 5.94 45
Unlikely 5-20% 10.36 9.38 71
Somewhat unlikely 20-40% 12.75 12.68 96
Equally likely as unlikely 40-60% 18.91 19.02 144
Somewhat likely 60-80% 15.72 15.72 119
Likely 80-95% 11.44 11.76 89
Very likely > 95% 10.72 11.23 85
I don’t know 11.99 12.29 93
Skipped 1.89 1.98 15

Table B.79: Likelihood in the US - Technological unemployment; N = 738

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.08 2.98 22
Unlikely 5-20% 5.80 5.69 42
Somewhat unlikely 20-40% 11.00 11.11 82
Equally likely as unlikely 40-60% 17.74 17.62 130
Somewhat likely 60-80% 17.16 17.75 131
Likely 80-95% 14.86 14.91 110
Very likely > 95% 15.75 15.99 118
I don’t know 12.84 12.20 90
Skipped 1.75 1.76 13

Table B.80: Likelihood in the US - Critical AI systems failure; N = 778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 6.98 6.43 50
Unlikely 5-20% 7.94 7.58 59
Somewhat unlikely 20-40% 12.26 12.98 101
Equally likely as unlikely 40-60% 20.36 20.31 158
Somewhat likely 60-80% 15.59 15.42 120
Likely 80-95% 12.25 11.83 92
Very likely > 95% 9.36 10.15 79
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 14.85 14.78 115
Skipped 0.41 0.51 4

Table B.81: Likelihood around the world - Hiring bias; N = 760

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.95 3.03 23
Unlikely 5-20% 5.47 5.00 38
Somewhat unlikely 20-40% 8.54 8.55 65
Equally likely as unlikely 40-60% 20.23 21.45 163
Somewhat likely 60-80% 21.55 21.32 162
Likely 80-95% 13.68 13.55 103
Very likely > 95% 12.20 12.11 92
I don’t know 15.04 14.61 111
Skipped 0.35 0.39 3

Table B.82: Likelihood around the world - Criminal justice bias; N = 778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 4.44 4.24 33
Unlikely 5-20% 8.06 7.71 60
Somewhat unlikely 20-40% 10.96 10.80 84
Equally likely as unlikely 40-60% 19.17 19.41 151
Somewhat likely 60-80% 18.29 18.25 142
Likely 80-95% 13.09 13.62 106
Very likely > 95% 9.38 9.90 77
I don’t know 16.38 15.94 124
Skipped 0.23 0.13 1

Table B.83: Likelihood around the world - Disease diagnosis; N = 767

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.31 2.35 18
Unlikely 5-20% 4.18 4.17 32
Somewhat unlikely 20-40% 9.93 9.13 70
Equally likely as unlikely 40-60% 21.28 20.99 161
Somewhat likely 60-80% 20.47 20.47 157
Likely 80-95% 15.00 15.38 118
Very likely > 95% 10.94 11.47 88
I don’t know 15.80 15.91 122
Skipped 0.09 0.13 1

Table B.84: Likelihood around the world - Data privacy; N = 807

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.86 2.23 18
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Unlikely 5-20% 2.92 2.60 21
Somewhat unlikely 20-40% 8.32 8.30 67
Equally likely as unlikely 40-60% 13.79 14.75 119
Somewhat likely 60-80% 19.07 18.84 152
Likely 80-95% 18.43 18.22 147
Very likely > 95% 21.09 21.81 176
I don’t know 13.34 13.01 105
Skipped 0.19 0.25 2

Table B.85: Likelihood around the world - Autonomous vehicles; N = 796

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.77 3.52 28
Unlikely 5-20% 5.25 5.65 45
Somewhat unlikely 20-40% 12.37 11.68 93
Equally likely as unlikely 40-60% 16.74 17.21 137
Somewhat likely 60-80% 21.09 21.11 168
Likely 80-95% 14.13 14.45 115
Very likely > 95% 12.04 12.19 97
I don’t know 13.99 13.57 108
Skipped 0.63 0.63 5

Table B.86: Likelihood around the world - Digital manipulation; N = 741

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 1.98 2.16 16
Unlikely 5-20% 1.67 1.48 11
Somewhat unlikely 20-40% 7.34 7.29 54
Equally likely as unlikely 40-60% 12.68 12.96 96
Somewhat likely 60-80% 17.18 17.00 126
Likely 80-95% 21.22 21.73 161
Very likely > 95% 22.31 22.00 163
I don’t know 15.24 14.98 111
Skipped 0.39 0.40 3

Table B.87: Likelihood around the world - Cyber attacks; N = 745

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 1.08 1.21 9
Unlikely 5-20% 4.95 4.03 30
Somewhat unlikely 20-40% 4.76 5.10 38
Equally likely as unlikely 40-60% 16.95 16.64 124
Somewhat likely 60-80% 18.94 19.73 147
Likely 80-95% 19.13 19.06 142
Very likely > 95% 20.57 20.40 152
I don’t know 13.20 13.42 100
Skipped 0.42 0.40 3
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Table B.88: Likelihood around the world - Surveillance; N = 784

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 1.26 1.40 11
Unlikely 5-20% 3.55 3.19 25
Somewhat unlikely 20-40% 5.12 5.36 42
Equally likely as unlikely 40-60% 14.26 14.41 113
Somewhat likely 60-80% 18.90 19.13 150
Likely 80-95% 20.30 19.77 155
Very likely > 95% 22.62 22.70 178
I don’t know 13.93 13.90 109
Skipped 0.07 0.13 1

Table B.89: Likelihood around the world - U.S.-China arms race; N = 766

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.21 3.13 24
Unlikely 5-20% 4.61 4.83 37
Somewhat unlikely 20-40% 7.70 7.83 60
Equally likely as unlikely 40-60% 19.50 19.19 147
Somewhat likely 60-80% 20.71 20.76 159
Likely 80-95% 14.99 14.75 113
Very likely > 95% 12.46 12.92 99
I don’t know 16.61 16.32 125
Skipped 0.22 0.26 2

Table B.90: Likelihood around the world - Value alignment; N = 783

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.70 2.94 23
Unlikely 5-20% 4.66 4.60 36
Somewhat unlikely 20-40% 8.80 8.81 69
Equally likely as unlikely 40-60% 19.92 19.41 152
Somewhat likely 60-80% 18.97 18.77 147
Likely 80-95% 15.57 15.33 120
Very likely > 95% 14.93 15.71 123
I don’t know 14.44 14.43 113
Skipped 0 0 0

Table B.91: Likelihood around the world - Autonomous weapons; N = 757

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 3.72 3.70 28
Unlikely 5-20% 7.04 5.42 41
Somewhat unlikely 20-40% 9.42 9.64 73
Equally likely as unlikely 40-60% 17.23 17.44 132
Somewhat likely 60-80% 16.08 15.85 120
Likely 80-95% 16.35 17.04 129
Very likely > 95% 14.87 15.19 115
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 15.20 15.59 118
Skipped 0.09 0.13 1

Table B.92: Likelihood around the world - Technological unemployment;
N = 738

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.76 2.57 19
Unlikely 5-20% 4.92 4.47 33
Somewhat unlikely 20-40% 8.31 8.81 65
Equally likely as unlikely 40-60% 18.36 18.16 134
Somewhat likely 60-80% 19.90 21.00 155
Likely 80-95% 14.78 14.50 107
Very likely > 95% 16.71 16.67 123
I don’t know 13.77 13.41 99
Skipped 0.51 0.41 3

Table B.93: Likelihood around the world - Critical AI systems failure; N =
778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 5.36 5.27 41
Unlikely 5-20% 8.07 7.97 62
Somewhat unlikely 20-40% 10.75 10.41 81
Equally likely as unlikely 40-60% 18.03 17.87 139
Somewhat likely 60-80% 16.71 16.84 131
Likely 80-95% 13.09 13.11 102
Very likely > 95% 11.23 11.83 92
I don’t know 16.76 16.71 130
Skipped 0 0 0

Table B.94: Issue importance - Hiring bias; N = 760

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 56.86 57.11 434
Somewhat important 22.11 22.76 173
Not too important 6.56 6.05 46
Not at all important 1.50 1.58 12
I don’t know 12.98 12.50 95
Skipped 0 0 0

Table B.95: Issue importance - Criminal justice bias; N = 778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 56.08 56.68 441
Somewhat important 21.78 22.49 175
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Not too important 6.65 5.91 46
Not at all important 1.83 1.67 13
I don’t know 13.66 13.24 103
Skipped 0 0 0

Table B.96: Issue importance - Disease diagnosis; N = 767

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 55.60 56.98 437
Somewhat important 22.37 21.25 163
Not too important 6.68 6.91 53
Not at all important 1.98 1.83 14
I don’t know 13.26 12.91 99
Skipped 0.11 0.13 1

Table B.97: Issue importance - Data privacy; N = 807

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 63.65 64.93 524
Somewhat important 17.65 17.10 138
Not too important 4.76 4.71 38
Not at all important 1.71 1.36 11
I don’t know 12.05 11.65 94
Skipped 0.19 0.25 2

Table B.98: Issue importance - Autonomous vehicles; N = 796

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 58.70 59.55 474
Somewhat important 22.36 21.73 173
Not too important 6.13 6.28 50
Not at all important 1.44 1.63 13
I don’t know 11.15 10.55 84
Skipped 0.22 0.25 2

Table B.99: Issue importance - Digital manipulation; N = 741

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 57.66 58.30 432
Somewhat important 18.75 18.08 134
Not too important 6.25 6.48 48
Not at all important 3.11 2.97 22
I don’t know 14.16 14.04 104
Skipped 0.08 0.13 1
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Table B.100: Issue importance - Cyber attacks; N = 745

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 62.12 61.21 456
Somewhat important 17.80 18.39 137
Not too important 7.07 7.38 55
Not at all important 1.14 1.07 8
I don’t know 11.88 11.95 89
Skipped 0 0 0

Table B.101: Issue importance - Surveillance; N = 784

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 58.54 58.80 461
Somewhat important 19.33 19.26 151
Not too important 6.40 6.63 52
Not at all important 1.73 1.66 13
I don’t know 13.93 13.52 106
Skipped 0.07 0.13 1

Table B.102: Issue importance - U.S.-China arms race; N = 766

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 55.88 55.74 427
Somewhat important 19.44 19.71 151
Not too important 7.07 7.57 58
Not at all important 2.38 2.35 18
I don’t know 15.13 14.49 111
Skipped 0.10 0.13 1

Table B.103: Issue importance - Value alignment; N = 783

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 56.46 56.45 442
Somewhat important 20.49 20.95 164
Not too important 6.69 6.64 52
Not at all important 1.56 1.66 13
I don’t know 14.80 14.30 112
Skipped 0 0 0

Table B.104: Issue importance - Autonomous weapons; N = 757

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 58.32 57.73 437
Somewhat important 20.00 19.55 148
Not too important 5.52 5.94 45
Not at all important 1.23 1.45 11
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
I don’t know 14.94 15.32 116
Skipped 0 0 0

Table B.105: Issue importance - Technological unemployment; N = 738

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 54.12 54.34 401
Somewhat important 22.07 22.49 166
Not too important 6.50 6.91 51
Not at all important 2.83 2.44 18
I don’t know 14.39 13.69 101
Skipped 0.09 0.14 1

Table B.106: Issue importance - Critical AI systems failure; N = 778

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very important 52.63 53.86 419
Somewhat important 21.10 20.44 159
Not too important 7.98 8.10 63
Not at all important 2.93 2.44 19
I don’t know 15.36 15.17 118
Skipped 0 0 0

"XN am`p2v 2tT2`BK2Mi, +QKT�`BM; T2`+2TiBQMb Q7 lXaX pbX *?BM� �A `2b2�`+? �M/ /2p2HQTK2Mi

[Respondents were presented with one randomly-selected question from the two below.]
QUESTIONS:
• Compared with other industrialized countries, how would you rate the U.S. in AI research and development?
• Compared with other industrialized countries, how would you rate China in AI research and development?

ANSWER CHOICES:
• Best in the world (3)
• Above average (2)
• Average (1)
• Below average (0)
• I don’t know

Table B.107: Perceptions of research and development - U.S.; N = 988

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Best in the world 9.73 10.02 99
Above average 36.16 37.55 371
Average 26.09 24.70 244
Below average 4.99 4.96 49
I don’t know 23.03 22.77 225
Skipped 0 0 0
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Table B.108: Perceptions of research and development - China; N = 1012

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Best in the world 7.33 7.41 75
Above average 45.40 46.64 472
Average 16.66 15.81 160
Below average 3.93 3.66 37
I don’t know 26.68 26.48 268
Skipped 0 0 0

"XRy am`p2v 2tT2`BK2Mi, lXaX@*?BM� �`Kb `�+2

[All respondents were presented with the following prompt.]
We want to understand your thoughts on some important issues in the news today. Please read the short news article
below.
Leading analysts believe that an “AI arms race” is beginning, in which the U.S. and China are investing billions of dollars
to develop powerful AI systems for surveillance, autonomous weapons, cyber operations, propaganda, and command and
control systems.
[Respondents were randomly assigned to one of the four experimental groups listed below.]

"XRyXR *QMi`QH

[No additional text.]

"XRyXk L�iBQM�HBbK i`2�iK2Mi

Some leaders in the U.S. military and tech industry argue that the U.S. government should invest much more resources
in AI research to ensure that the U.S.’s AI capabilities stay ahead of China’s. Furthermore, they argue that the U.S.
government should partner with American tech companies to develop advanced AI systems, particularly for military use.
According to a leaked memo produced by a senior National Security Council official, China has “assembled the basic
components required for winning the Al arms race…Much like America’s success in the competition for nuclear weapons,
China’s 21st Century Manhattan Project sets them on a path to getting there first.”

"XRyXj q�` `BbFb i`2�iK2Mi

Some prominent thinkers are concerned that a U.S.-China arms race could lead to extreme dangers. To stay ahead, the
U.S. and China may race to deploy advanced military AI systems that they do not fully understand or can control. We
could see catastrophic accidents, such as a rapid, automated escalation involving cyber and nuclear weapons.
“Competition for AI superiority at [the] national level [is the] most likely cause of World War Three,” warned Elon Musk,
the CEO of Tesla and SpaceX.

"XRyX9 *QKKQM ?mK�MBiv i`2�iK2Mi

Some prominent thinkers are concerned that a U.S.-China arms race could lead to extreme dangers. To stay ahead, the
U.S. and China may race to deploy advanced military AI systems that they do not fully understand or can control. We
could see catastrophic accidents, such as a rapid, automated escalation involving cyber and nuclear weapons.
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“Unless we learn how to prepare for, and avoid, the potential risks, AI could be the worst event in the history of our
civilization. It brings dangers, like powerful autonomous weapons,” warned the late Stephen Hawking, one of the world’s
most prominent physicists. At the same time, he said that with proper management of the technology, researchers “can
create AI for the good of the world.”
[The order of the next two questions is randomized.]
QUESTION:
How much do you agree or disagree with the following statement?

The U.S. should invest more in AI military capabilities to make sure it doesn’t fall behind China’s, even if
doing so may exacerbate the arms race. For instance, the U.S. could increase AI research funding for the
military and universities. It could also collaborate with American tech companies to develop AI for military
use.

ANSWER CHOICES:
• Strongly agree (2)
• Somewhat agree (1)
• Neither agree nor disagree (0)
• Somewhat disagree (-1)
• Strongly disagree (-2)
• I don’t know

QUESTION:
How much do you agree or disagree with the following statement?

The U.S. should work hard to cooperate with China to avoid the dangers of an AI arms race, even if doing
so requires giving up some of the U.S.’s advantages. Cooperation could include collaborations between
American and Chinese AI research labs, or the U.S. and China creating and committing to common safety
standards.

ANSWER CHOICES:
• Strongly agree (2)
• Somewhat agree (1)
• Neither agree nor disagree (0)
• Somewhat disagree (-1)
• Strongly disagree (-2)
• I don’t know

Table B.109: Responses to statement that U.S. should invest more in AI
military capabilities - Control; N = 510

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 23.38 24.31 124
Somewhat agree 25.99 25.88 132
Neither agree nor disagree 23.48 22.75 116
Somewhat disagree 8.88 8.82 45
Strongly disagree 4.93 4.71 24
I don’t know 13.34 13.53 69
Skipped 0 0 0
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Table B.110: Responses to statement that U.S. should invest more in AI
military capabilities - Treatment 1: Pro-nationalist; N = 505

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 20.88 20.40 103
Somewhat agree 26.89 27.52 139
Neither agree nor disagree 21.79 22.18 112
Somewhat disagree 11.69 12.28 62
Strongly disagree 5.30 5.35 27
I don’t know 13.45 12.28 62
Skipped 0 0 0

Table B.111: Responses to statement that U.S. should invest more in AI
military capabilities - Treatment 2: Risks of arms race; N = 493

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 18.26 19.07 94
Somewhat agree 27.85 27.38 135
Neither agree nor disagree 21.69 20.28 100
Somewhat disagree 12.87 13.79 68
Strongly disagree 6.88 6.90 34
I don’t know 12.45 12.58 62
Skipped 0 0 0

Table B.112: Responses to statement that U.S. should invest more in AI
military capabilities - Treatment 3: One common humanity; N = 492

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 22.38 20.53 101
Somewhat agree 27.29 27.85 137
Neither agree nor disagree 24.37 23.98 118
Somewhat disagree 6.73 7.11 35
Strongly disagree 6.17 6.91 34
I don’t know 13.07 13.62 67
Skipped 0 0 0

Table B.113: Responses to statement that U.S. should work hard to coop-
erate with China to avoid dangers of AI arms race - Control; N = 510

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 22.34 22.55 115
Somewhat agree 26.16 26.27 134
Neither agree nor disagree 22.02 20.59 105
Somewhat disagree 8.29 9.02 46
Strongly disagree 7.38 7.45 38
I don’t know 13.59 13.92 71
Skipped 0.21 0.20 1
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Table B.114: Responses to statement that U.S. should work hard to co-
operate with China to avoid dangers of AI arms race - Treatment 1: Pro-
nationalist; N = 505

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 18.51 18.81 95
Somewhat agree 27.35 28.12 142
Neither agree nor disagree 20.08 20.99 106
Somewhat disagree 10.09 9.90 50
Strongly disagree 8.45 7.92 40
I don’t know 15.51 14.26 72
Skipped 0 0 0

Table B.115: Responses to statement that U.S. should work hard to coop-
erate with China to avoid dangers of AI arms race - Treatment 2: Risks of
arms race; N = 493

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 24.97 25.96 128
Somewhat agree 25.32 25.15 124
Neither agree nor disagree 21.53 20.49 101
Somewhat disagree 9.83 9.94 49
Strongly disagree 5.84 5.68 28
I don’t know 12.51 12.78 63
Skipped 0 0 0

Table B.116: Responses to statement that U.S. should work hard to co-
operate with China to avoid dangers of AI arms race - Treatment 3: One
common humanity; N = 492

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 23.63 24.19 119
Somewhat agree 27.52 28.46 140
Neither agree nor disagree 21.31 20.33 100
Somewhat disagree 8.50 7.32 36
Strongly disagree 6.72 6.91 34
I don’t know 12.31 12.80 63
Skipped 0 0 0

"XRR Abbm2 �`2�b 7Q` TQbbB#H2 lXaX@*?BM� +QQT2`�iBQM

QUESTION:
For the following issues, how likely is it that the U.S. and China can cooperate?
[Respondents were presented with three issues from the list below. All three issues were presented on the same page; the
order that they appeared was randomized.]
• Prevent AI cyber attacks against governments, companies, organizations, and individuals.
• Prevent AI-assisted surveillance from violating privacy and civil liberties.
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• Make sure AI systems are safe, trustworthy, and aligned with human values.
• Ban the use of lethal autonomous weapons.
• Guarantee a good standard of living for those who lose their jobs to automation.

ANSWER CHOICES:
• Very unlikely: less than 5% chance (2.5%)
• Unlikely: 5-20% chance (12.5%)
• Somewhat unlikely: 20-40% chance (30%)
• Equally likely as unlikely: 40-60% chance (50%)
• Somewhat likely: 60-80% chance (70%)
• Likely: 80-95% chance (87.5%)
• Very likely: more than 95% chance (97.5%)
• I don’t know

Table B.117: Likelihood of cooperation with China - Prevent AI cyber at-
tacks against governments, companies, organizations, and individuals; N
= 1173

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely 5% 9.20 8.95 105
Unlikely 5-20% 10.26 10.49 123
Somewhat unlikely 20-40% 17.56 17.22 202
Equally likely as unlikely 40-60% 23.55 23.36 274
Somewhat likely 60-80% 13.77 13.73 161
Likely 80-95% 6.98 7.25 85
Very likely > 95% 4.14 4.18 49
I don’t know 14.45 14.75 173
Skipped 0.08 0.09 1

Table B.118: Likelihood of cooperation with China - Prevent AI-assisted
surveillance from violating privacy and civil liberties; N = 1140

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely 5% 12.43 12.37 141
Unlikely 5-20% 12.78 13.33 152
Somewhat unlikely 20-40% 19.48 19.74 225
Equally likely as unlikely 40-60% 21.93 20.70 236
Somewhat likely 60-80% 10.59 10.79 123
Likely 80-95% 4.02 4.12 47
Very likely > 95% 3.82 4.12 47
I don’t know 14.87 14.74 168
Skipped 0.08 0.09 1

Table B.119: Likelihood of cooperation with China - Make sure AI systems
are safe, trustworthy, and aligned with human values; N = 1226

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely 5% 6.34 6.53 80
Unlikely 5-20% 9.07 8.97 110
Somewhat unlikely 20-40% 16.79 16.88 207
Equally likely as unlikely 40-60% 26.32 25.53 313
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Somewhat likely 60-80% 14.84 14.85 182
Likely 80-95% 7.35 7.26 89
Very likely > 95% 5.77 5.87 72
I don’t know 13.38 13.95 171
Skipped 0.14 0.16 2

Table B.120: Likelihood of cooperation with China - Ban the use of lethal
autonomous weapons; N = 1226

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely 5% 12.28 12.32 151
Unlikely 5-20% 11.14 10.85 133
Somewhat unlikely 20-40% 14.03 14.03 172
Equally likely as unlikely 40-60% 23.98 23.65 290
Somewhat likely 60-80% 10.15 10.60 130
Likely 80-95% 6.67 6.93 85
Very likely > 95% 5.69 5.46 67
I don’t know 15.91 15.99 196
Skipped 0.14 0.16 2

Table B.121: Likelihood of cooperation with China - Guarantee a good stan-
dard of living for those who lose their jobs to automation; N = 1235

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely 5% 13.19 13.36 165
Unlikely 5-20% 13.01 13.28 164
Somewhat unlikely 20-40% 18.26 18.46 228
Equally likely as unlikely 40-60% 22.81 22.19 274
Somewhat likely 60-80% 9.46 9.39 116
Likely 80-95% 5.08 5.18 64
Very likely > 95% 4.27 4.53 56
I don’t know 13.78 13.44 166
Skipped 0.14 0.16 2

"XRk h`2M/ �+`Qbb iBK2, DQ# +`2�iBQM Q` DQ# HQbb

QUESTION:
How much do you agree or disagree with the following statement?
[Respondents were presented with one statement randomly selected from the list below.]
• In general, automation and AI will create more jobs than they will eliminate.
• In general, automation and AI will create more jobs than they will eliminate in 10 years.
• In general, automation and AI will create more jobs than they will eliminate in 20 years.
• In general, automation and AI will create more jobs than they will eliminate in 50 years.

ANSWER CHOICES:
• Strongly agree (2)
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• Agree (1)
• Disagree (-1)
• Strongly disagree (-2)
• I don’t know

Table B.122: Responses to statement that automation and AI will create
more jobs than they will eliminate - No time frame; N = 484

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 6.37 6.82 33
Agree 20.19 18.18 88
Disagree 27.39 28.10 136
Strongly disagree 21.43 22.31 108
Don’t know 24.45 24.38 118
Skipped 0.17 0.21 1

Table B.123: Responses to statement that automation and AI will create
more jobs than they will eliminate - 10 years; N = 510

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 3.40 3.53 18
Agree 17.67 18.04 92
Disagree 30.03 29.02 148
Strongly disagree 22.85 23.92 122
Don’t know 26.04 25.49 130
Skipped 0 0 0

Table B.124: Responses to statement that automation and AI will create
more jobs than they will eliminate - 20 years; N = 497

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 3.69 4.02 20
Agree 17.82 17.10 85
Disagree 31.02 30.99 154
Strongly disagree 21.31 21.73 108
Don’t know 25.98 25.96 129
Skipped 0.18 0.20 1

Table B.125: Responses to statement that automation and AI will create
more jobs than they will eliminate - 50 years; N = 509

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly agree 6.77 6.48 33
Agree 15.37 15.52 79
Disagree 35.35 35.56 181
Strongly disagree 18.82 18.27 93
Don’t know 23.69 24.17 123
Skipped 0 0 0
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"XRj >B;?@H2p2H K�+?BM2 BMi2HHB;2M+2, 7Q`2+�biBM; iBK2HBM2

QUESTION:
The following questions ask about high-level machine intelligence. We have high-level machine intelligence when ma-
chines are able to perform almost all tasks that are economically relevant today better than the median human (today) at
each task. These tasks include asking subtle common-sense questions such as those that travel agents would ask. For the
following questions, you should ignore tasks that are legally or culturally restricted to humans, such as serving on a jury.
In your opinion, how likely is it that high-level machine intelligence will exist in 10 years? 20 years? 50 years? For
each prediction, please use the slider to indicate the percent chance that you think high-level machine intelligence
will exist. 0% chance means it will certainly not exist. 100% chance means it will certainly exist.
______ In 10 years?
______ In 20 years?
______ In 50 years?
ANSWER CHOICES:

• Very unlikely: less than 5% chance (2.5%)
• Unlikely: 5-20% chance (12.5%)
• Somewhat unlikely: 20-40% chance (30%)
• Equally likely as unlikely: 40-60% chance (50%)
• Somewhat likely: 60-80% chance (70%)
• Likely: 80-95% chance (87.5%)
• Very likely: more than 95% chance (97.5%)
• I don’t know

Table B.126: Forecasting high-level machine intelligence - 10 years; N =
2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 4.46 4.50 90
Unlikely 5-20% 8.19 8.20 164
Somewhat unlikely 20-40% 14.84 14.75 295
Equally likely as unlikely 40-60% 20.34 19.95 399
Somewhat likely 60-80% 21.08 21.25 425
Likely 80-95% 10.69 10.65 213
Very likely > 95% 7.40 7.85 157
I don’t know 12.91 12.75 255
Skipped 0.09 0.10 2

Table B.127: Forecasting high-level machine intelligence - 20 years; N =
2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 1.52 1.45 29
Unlikely 5-20% 2.73 2.95 59
Somewhat unlikely 20-40% 6.26 5.85 117
Equally likely as unlikely 40-60% 16.83 16.40 328
Somewhat likely 60-80% 18.17 18.65 373
Likely 80-95% 22.25 22.25 445
Very likely > 95% 17.91 18.30 366
I don’t know 14.18 14.00 280
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Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Skipped 0.15 0.15 3

Table B.128: Forecasting high-level machine intelligence - 50 years; N =
2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Very unlikely < 5% 2.28 2.30 46
Unlikely 5-20% 1.66 1.55 31
Somewhat unlikely 20-40% 2.75 2.75 55
Equally likely as unlikely 40-60% 10.08 9.90 198
Somewhat likely 60-80% 12.33 12.20 244
Likely 80-95% 14.43 14.50 290
Very likely > 95% 40.86 41.15 823
I don’t know 15.52 15.55 311
Skipped 0.09 0.10 2

"XR9 amTTQ`i 7Q` /2p2HQTBM; ?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2

QUESTION:
How much do you support or oppose the development of high-level machine intelligence?
ANSWER CHOICES:

• Strongly support
• Somewhat support
• Neither support nor oppose
• Somewhat oppose
• Strongly oppose
• I don’t know

Table B.129: Support for developing high-level machine intelligence; N =
2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Strongly support 7.78 8.10 162
Somewhat support 23.58 23.30 466
Neither support nor oppose 29.40 28.75 575
Somewhat oppose 16.19 16.60 332
Strongly oppose 11.02 11.10 222
I don’t know 11.94 12.05 241
Skipped 0.09 0.10 2

"XR8 1tT2+i2/ Qmi+QK2 Q7 ?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2

QUESTION:
Suppose that high-level machine intelligence could be developed one day. How positive or negative do you expect the
overall impact of high-level machine intelligence to be on humanity in the long run?
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ANSWER CHOICES:
• Extremely good
• On balance good
• More or less neutral
• On balance bad
• Extremely bad, possibly human extinction
• I don’t know

Table B.130: Expected outcome of high-level machine intelligence; N =
2000

Answer choices Percentages (weighted) Percentages (unweighted) Raw frequencies
Extremely good 5.35 5.45 109
On balance good 21.28 21.25 425
More or less neutral 21.00 21.10 422
On balance bad 22.38 23.10 462
Extremely bad, possibly human extinction 11.66 11.55 231
Don’t know 18.25 17.45 349
Skipped 0.09 0.10 2
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* �TT2M/Bt *, �//BiBQM�H /�i� �M�HvbBb `2bmHib

*XR amTTQ`i 7Q` /2p2HQTBM; �A

Table C.1 shows the regression results used to produce Figure 2.4.

Table C.1: Predicting support for developing AI using demographic charac-
teristics: results from a multiple linear regression that includes all demo-
graphic variables; outcome standardized to have mean 0 and unit variance

Variables Coefficients (SEs)
(Intercept) -0.27 (0.09)**
Age 38-53 -0.16 (0.06)**
Age 54-72 -0.18 (0.06)**
Age 73 and older -0.16 (0.10)
Male 0.17 (0.05)***
Non-white -0.02 (0.05)
Some college -0.01 (0.06)
College+ 0.18 (0.06)**
Employed (full- or part-time) 0.03 (0.05)
Democrat 0.20 (0.06)**
Independent/Other -0.05 (0.06)
Income $30-70K 0.01 (0.06)
Income $70-100K 0.13 (0.09)
Income more than $100K 0.16 (0.08)*
Prefer not to say income -0.14 (0.07)
No religious affiliation 0.16 (0.05)**
Other religion 0.14 (0.08)
Born-again Christian -0.04 (0.06)
CS or engineering degree 0.05 (0.09)
CS or programming experience 0.30 (0.06)***
N = 2000 F(19,1980) = 11.75; p-value: <0.001

*Xk am`p2v 2tT2`BK2Mi �M/ +`Qbb@M�iBQM�H +QKT�`BbQM, �A �M/fQ` `Q#Qib b?QmH/ #2 +�`27mHHv
K�M�;2/

We present the percentage of “don’t know” or missing responses to the survey question (see Appendix B for the survey
question text). Regression analysis shows that the varying the term used (i.e., AI, AI and robots, and robots) does not
change responses to the statement that such technologies should be carefully managed. This finding is robust to a regres-
sion where we controlled for “don’t know” or missing responses. In Table C.6, we present the distribution of responses to
the statement by country.

Table C.2: Survey experiment attrition check: agreement with statement
that AI and/or robots should be carefully managed

Experimental condition Percent DK/missing Percent DK Percent missing
AI 11.39 11.39 0
AI and robots 13.26 13.26 0
Robots 9.60 9.60 0
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Table C.3: Survey experiment attrition check: agreement with statement
that AI and/or robots should be carefully managed

Variables Coefficients (SEs)
(Intercept) 0.11 (0.01)***
AI and robots 0.02 (0.02)
Robots -0.01 (0.02)
N = 2000 F(2, 1997) = 1.03; p-value: 0.359

Table C.4: Survey experiment results: agreement with statement that AI
and/or robots should be carefully managed

Variables Coefficients (SEs)
(Intercept) 1.49 (0.03)***
AI and robots -0.03 (0.04)
Robots -0.09 (0.05)
N = 2000 F(2, 1997) = 1.92; p-value: 0.146

Table C.5: Survey experiment results: agreement with statement that AI
and/or robots should be carefully managed (controlling for DK/missing
responses)

Variables Coefficients (SEs)
(Intercept) 1.46 (0.03)***
AI and robots 0.03 (0.05)
Robots -0.07 (0.05)
N = 2000 F(5, 1994) = 0.91; p-value: 0.471

Table C.6: Distribution of responses to statement that AI and robots should
be carefully managed by country (in percentages); EU countries data from
Eurobarometer

Countries Totally disagree Tend to disagree Tend to agree Totally agree Don’t know
Austria 3 7 43 43 4
Belgium 1 9 40 48 2
Bulgaria 1 2 24 65 8
Croatia 4 8 37 47 4
Cyprus 1 2 26 67 4
Czech Republic 2 7 37 50 4
Denmark 1 4 25 66 4
Estonia 0 4 39 51 6
European Union 2 5 35 53 5
Finland 1 4 29 63 3
France 1 3 31 62 3
Germany 2 4 32 59 3
Greece 1 3 23 71 2
Hungary 4 12 35 45 4
Ireland 1 4 37 54 4
Italy 3 8 43 40 6
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Countries Totally disagree Tend to disagree Tend to agree Totally agree Don’t know
Latvia 1 3 29 63 4
Lithuania 0 4 35 57 4
Luxembourg 1 4 33 58 4
Malta 2 4 46 38 10
Netherlands 1 2 22 74 1
Poland 2 8 44 42 4
Portugal 2 2 37 48 11
Romania 5 12 33 42 8
Slovakia 0 5 44 46 5
Slovenia 2 6 37 52 3
Spain 1 3 40 47 9
Sweden 1 2 18 75 4
United Kingdom 1 3 34 57 5
United States 1 5 30 52 12

*Xj >�`K7mH +QMb2[m2M+2b Q7 �A BM i?2 +QMi2ti Q7 Qi?2` ;HQ#�H `BbFb

Table C.7 summarizes responses to 15 potential global risks.

Table C.7: Summary statistics: the American public’s perceptions of 15
potential global risks

Potential risks Mean perceived likelihood Mean perceived impact N
Failure to address climate change 56% 2.25 666
Failure of regional/global governance 55% 2.46 652
Conflict between major countries 60% 2.68 625
Weapons of mass destruction 49% 3.04 645
Large-scale involuntary migration 57% 2.65 628
Spread of infectious diseases 50% 2.69 620
Water crises 54% 2.90 623
Food crises 52% 2.76 1073
Harmful consequences of AI 45% 2.29 573
Harmful consequences of synthetic biology 45% 2.33 630
Cyber attacks 68% 2.85 650
Terrorist attacks 60% 2.62 635
Global recession 56% 2.61 599
Extreme weather events 65% 2.73 613
Natural disasters 69% 2.87 637

*X9 am`p2v 2tT2`BK2Mi, r?�i i?2 Tm#HB+ +QMbB/2`b �A- �miQK�iBQM- K�+?BM2 H2�`MBM;- �M/
`Q#QiB+b

We formally tested whether or not respondents think AI, automation, machine learning, and robotics are used in different
applications. (See Appendix B for the survey question text.) For each technological application, we used an F -test to test
whether any of terms randomly assigned to the respondents affect respondents’ selecting that application. Because we
ran 10 F -tests, we used the Bonferroni correction to control the familywise error rate. The Bonferroni correction rejected
the null hypothesis at alpha level α/10, instead of α. For instance, to test whether the F -static is significant at the 5%
level, we set the alpha level at α/10 = 0.005. Our results (in Table C.8) show that except for social robots, respondents
think that AI, automation, machine learning, and robotics are used in each of the applications presented in the survey.
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Table C.8: Respondents distinguish between AI, automation, machine
learning, and robotics

Technological applications F-statistic p-value Significant
Virtual assistants (e.g., Siri, Google Assistant, Amazon Alexa) F(3, 1996) = 18.12 <0.001 Yes
Smart speakers (e.g., Amazon Echo, Google Home, Apple Homepod) F(3, 1996) = 24.76 <0.001 Yes
Facebook photo tagging F(3, 1996) = 20.22 <0.001 Yes
Google Search F(3, 1996) = 37.30 <0.001 Yes
Recommendations for Netflix movies or Amazon ebooks F(3, 1996) = 33.69 <0.001 Yes
Google Translate F(3, 1996) = 24.62 <0.001 Yes
Driverless cars and trucks F(3, 1996) = 9.08 <0.001 Yes
Social robots that can interact with humans F(3, 1996) = 1.05 0.369 No
Industrial robots used in manufacturing F(3, 1996) = 55.72 <0.001 Yes
Drones that do not require a human controller F(3, 1996) = 9.68 <0.001 Yes

Next, we investigated the problem of respondents not selecting technological applications where it would be logical to
pick them (e.g., not selecting industrial robots or social robots when presented with the term “robotics”). Our regression
analysis shows that this type of non-response is correlated with respondents’ inattention.
We used two measures as a proxy for inattention:
1. time to complete the survey
2. the absolute deviation from the median time to complete the survey.

Because the distribution of completion times is heavily skewed right, we used absolute deviation from the median, as
opposed to the mean. The median is 13 minutes whereas the mean is 105 minutes. We incorporated the second measure
because we suspected that people who took very little time or a very long time to complete the survey were inattentive.
We used three outcomes that measured non-response:
1. the number of items selected
2. not selecting “none of the above”
3. selecting items containing the word “robots” for respondents assigned to consider “robotics”

Using multiple regression, we showed that inattention predicts non-response measured by the three outcomes above (see
Tables C.9, C.10, and C.11).

Table C.9: Correlation between survey completion time and number of se-
lected items

Variables Coefficients (SEs)
(Intercept) 3.58 (0.17)***
Survey completion time (min) 0.14 (0.01)***
Absolute deviation from median survey completion time (min) -0.14 (0.01)***
Term: automation 0.98 (0.22)***
Term: machine learning -0.09 (0.22)
Term: Robotics -0.51 (0.20)*
N = 2000 F(5, 1994) = 47.47; p-value: <0.001

Table C.10: Correlation between survey completion time and not selecting
‘none of the above’

Variables Coefficients (SEs)
(Intercept) 0.79 (0.02)***
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Variables Coefficients (SEs)
Survey completion time (min) 0.01 (<0.01)***
Absolute deviation from median survey completion time (min) -0.01 (<0.01)***
Term: automation 0.05 (0.02)*
Term: machine learning -0.04 (0.02)
Term: Robotics 0.04 (0.02)
N = 2000 F(5, 1994) = 13.16; p-value: <0.001

Table C.11: Correlation between survey completion time and selecting
‘robots’ when assigned the term ‘robotics’

Variables Coefficients (SEs)
(Intercept) 0.87 (0.06)***
Survey completion time (min) 0.06 (0.01)***
Absolute deviation from median survey completion time (min) -0.06 (0.01)***
N = 486 F(2, 483) = 50.55; p-value: <0.001

*X8 �A ;Qp2`M�M+2 +?�HH2M;2b, T`BQ`BiBxBM; ;Qp2`M�M+2 +?�HH2M;2b

We compared respondents’ perceived likelihood of each governance challenge impacting large numbers of people in the
U.S. with respondents’ perceived likelihood of each governance challenge impacting large numbers of people around
the world. (See Appendix B for the survey question text.) For each governance challenge, we used linear regression to
estimate the difference between responses to the U.S. question and the world question.
Because we ran 13 tests, we used the Bonferroni correction to control the familywise error rate. In our case, the Bonferroni
correction rejected the null hypothesis at alpha level α/13, instead of α. To test whether the differences are significant at
the 5% level, we set the alpha level at α/13 = 0.004. According to Table C.12, Americans perceive that all governance
challenges, except for protecting data privacy and ensuring safe autonomous vehicles, are more likely to impact people
around the world than in the U.S. specifically. In particular, Americans think that autonomous weapons are 7.6 percentage
points more likely to impact people around the world than in the U.S.

Table C.12: Comparing perceived likelihood: in U.S. vs. around the world;
each difference is the U.S. mean likelihood subtracted from the world mean
likelihood

Governance challenge U.S. mean likelihood Difference (SE) p-value Significant
Hiring bias 59.8 2.5 (0.8) 0.001 Yes
Criminal justice bias 55.6 2.5 (0.8) 0.003 Yes
Disease diagnosis 60.4 2.1 (0.6) 0.001 Yes
Data privacy 66.9 1.7 (0.6) 0.010 No
Autonomous vehicles 61.8 -0.7 (0.8) 0.401 No
Digital manipulation 68.6 2.6 (0.7) <0.001 Yes
Cyber attacks 66.2 3.2 (0.9) <0.001 Yes
Surveillance 69.0 2.2 (0.7) 0.002 Yes
U.S.-China arms race 60.3 3.0 (0.7) <0.001 Yes
Value alignment 60.4 3.6 (0.7) <0.001 Yes
Autonomous weapons 54.7 7.6 (0.8) <0.001 Yes
Technological unemployment 62.3 2.3 (0.7) <0.001 Yes
Critical AI systems failure 55.2 3.1 (0.8) <0.001 Yes
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To highlight the differences between the responses of demographic subgroups regarding issue importance, we created an
additional graph (Figure C.1). Here, we subtracted the overall mean of perceived issue importance across all responses
from each subgroup-governance challenge mean.19 Table C.15 shows the results from a saturated regression predicting
perceived issue importance using demographic variables, AI governance challenge, and interactions between the two
types of variables.

Table C.13: Perception of AI governance challenges in the U.S.: summary
statistics table

Governance challenge Mean likelihood Mean issue importance Product of likelihood and issue importance
Surveillance 69% 2.56 1.77
Data privacy 67% 2.62 1.75
Digital manipulation 69% 2.53 1.74
Cyber attacks 66% 2.59 1.71
Autonomous vehicles 62% 2.56 1.58
Technological unemployment 62% 2.50 1.56
Value alignment 60% 2.55 1.54
Disease diagnosis 60% 2.52 1.52
U.S.-China arms race 60% 2.52 1.52
Hiring bias 60% 2.54 1.52
Autonomous weapons 55% 2.58 1.42
Criminal justice bias 56% 2.53 1.41
Critical AI systems failure 55% 2.47 1.36

Table C.14: Perception of AI governance challenges in the world: summary
statistics table

Governance challenge Mean likelihood Mean issue importance Product of likelihood and issue importance
Surveillance 71% 2.56 1.82
Digital manipulation 71% 2.53 1.80
Cyber attacks 69% 2.59 1.80
Data privacy 69% 2.62 1.80
Value alignment 64% 2.55 1.63
Technological unemployment 65% 2.50 1.62
Autonomous weapons 62% 2.58 1.61
U.S.-China arms race 63% 2.52 1.60
Hiring bias 62% 2.54 1.58
Disease diagnosis 63% 2.52 1.58
Autonomous vehicles 61% 2.56 1.56
Criminal justice bias 58% 2.53 1.47
Critical AI systems failure 58% 2.47 1.44

Table C.15: Results from a saturated regression predicting perceived issue
importance using demographic variables, AI governance challenge, and in-
teractions between the two types of variables; the coefficients for the inter-
actions variables are not shown due to space constraints

Variables Coefficient (SEs)
(Intercept) 2.25 (0.11)***

19Note that the perceived issue importance was measured on a four-point scale, where 0 meant “not at all important” and 3 meant “very important.”
We only mean-centered the outcomes; we did not standardize such that the outcomes have unit variance.
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Variables Coefficient (SEs)
Age 38-53 0.11 (0.07)
Age 54-72 0.35 (0.06)***
Age 73 and older 0.44 (0.07)***
Male 0.02 (0.05)
Non-white -0.01 (0.05)
Some college 0.03 (0.07)
College+ 0.15 (0.07)*
Employed (full- or part-time) -0.09 (0.06)
Income $30-70K 0.09 (0.08)
Income $70-100K 0.13 (0.10)
Income more than $100K -0.01 (0.10)
Prefer not to say income 0.04 (0.08)
Democrat 0.13 (0.07)
Independent/Other 0.14 (0.07)
No religious affiliation -0.04 (0.06)
Other religion -0.05 (0.08)
Born-again Christian 0.07 (0.07)
CS or engineering degree -0.35 (0.10)***
CS or programming experience -0.01 (0.07)
Criminal justice bias 0.05 (0.13)
Disease diagnosis -0.06 (0.14)
Data privacy 0.16 (0.13)
Autonomous vehicles -0.07 (0.14)
Digital manipulation -0.14 (0.15)
Cyber attacks 0.05 (0.14)
Surveillance <0.01 (0.15)
U.S.-China arms race 0.04 (0.13)
Value alignment -0.06 (0.13)
Autonomous weapons 0.06 (0.14)
Technological unemployment -0.12 (0.14)
Critical AI systems failure -0.27 (0.15)
N = 10000 observations, 2000 respondents F(259,1999) = 3.36; p-value: <0.001

*Xe h`mbi BM p�`BQmb �+iQ`b iQ /2p2HQT �M/ K�M�;2 �A BM i?2 BMi2`2bi Q7 i?2 Tm#HB+

Table C.16 displays the mean level of trust the public expresses in various actors to develop and manage AI in the interest
of the public.
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Figure C.1: AI governance challenges: issue importance by demographic subgroups
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*Xd am`p2v 2tT2`BK2Mi, +QKT�`BM; T2`+2TiBQMb Q7 lXaX pbX *?BM� �A `2b2�`+? �M/ /2p2HQTK2Mi

A substantial percentage of respondents selected “I don’t know” when answering this survey question. (See Appendix B
for the survey question text.) Our regression analysis shows that there is a small but statistically significant difference
between respondents’ perception of R&D in the U.S. as compared to in China, as seen in Tables C.19 and C.20.

Table C.17: Survey experiment attrition check: comparing U.S. and China’s
AI research and development

Experimental condition Percent DK/missing Percent DK Percent missing
China 26.48 26.48 0
U.S. 22.77 22.77 0

Table C.18: Survey experiment attrition check: comparing U.S. and China’s
AI research and development

Variables Coefficients (SEs)
(Intercept) 0.27 (0.01)***
U.S. -0.04 (0.02)
N = 2000 F(1, 1998) = 3.12; p-value: 0.078

Table C.19: Survey experiment results: comparing U.S. and China’s AI re-
search and development

Variables Coefficients (SEs)
(Intercept) 1.74 (0.02)***
U.S. -0.08 (0.03)*
N = 2000 F(1, 1998) = 6.58; p-value: 0.01

Table C.20: Survey experiment results: comparing U.S. and China’s AI re-
search and development (controlling for DK/missing responses)

Variables Coefficients (SEs)
(Intercept) 1.74 (0.02)***
U.S. -0.08 (0.03)**
N = 2000 F(3, 1996) = 6.14; p-value: <0.001
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Table C.16: Trust in various actors to develop and manage AI in the interest of the public: mean responses
Actors Trust to develop AI Trust to manage AI
U.S. military 1.56 (MOE: +/-0.07); N =

638
U.S. civilian government 1.16 (MOE: +/-0.07); N =

671
NSA 1.28 (MOE: +/-0.07); N =

710
FBI 1.21 (MOE: +/-0.08); N =

656
CIA 1.21 (MOE: +/-0.07); N =

730
U.S. federal government 1.05 (MOE: +/-0.07); N =

743
U.S. state governments 1.05 (MOE: +/-0.07); N =

713
NATO 1.17 (MOE: +/-0.06); N =

695
Intergovernmental research
organizations (e.g., CERN)

1.42 (MOE: +/-0.07); N =
645

1.27 (MOE: +/-0.06); N =
747

International organizations 1.10 (MOE: +/-0.06); N =
827

UN 1.06 (MOE: +/-0.06); N =
802

Tech companies 1.44 (MOE: +/-0.07); N =
674

1.33 (MOE: +/-0.07); N =
758

Google 1.34 (MOE: +/-0.08); N =
645

1.20 (MOE: +/-0.07); N =
767

Facebook 0.85 (MOE: +/-0.07); N =
632

0.91 (MOE: +/-0.07); N =
741

Apple 1.29 (MOE: +/-0.07); N =
697

1.20 (MOE: +/-0.07); N =
775

Microsoft 1.40 (MOE: +/-0.08); N =
597

1.24 (MOE: +/-0.07); N =
771

Amazon 1.33 (MOE: +/-0.07); N =
685

1.24 (MOE: +/-0.07); N =
784

Non-profit (e.g., OpenAI) 1.44 (MOE: +/-0.07); N =
659

University researchers 1.56 (MOE: +/-0.07); N =
666

Non-government scientific
organization (e.g., AAAI)

1.35 (MOE: +/-0.06); N =
792

Partnership on AI 1.35 (MOE: +/-0.06); N =
780
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*X3 am`p2v 2tT2`BK2Mi, lXaX@*?BM� �`Kb `�+2

We checked that “don’t know” or missing responses to both statements are not induced by the information treatments. (See
Appendix B for the survey experiment text.) Next, we examined the correlation between responses to the two statements
using a 2D bin count graph. The overall Pearson correlation coefficient is -0.05 but there exists considerable variation by
experimental condition.

Table C.21: Survey experiment attrition check: agreement with statement
that U.S. should invest more in AI military capabilities

Experimental condition Percent DK/missing Percent DK Percent missing
Control 13.53 13.53 0
Treatment 1: Pro-nationalist 12.28 12.28 0
Treatment 2: Risks of arms race 12.58 12.58 0
Treatment 3: One common humanity 13.62 13.62 0

Table C.22: Survey experiment attrition check: agreement with statement
that U.S. should invest more in AI military capabilities

Variables Coefficients (SEs)
(Intercept) 0.13 (0.02)***
Treatment 1: Pro-nationalist <0.01 (0.02)
Treatment 2: Risks of arms race -0.01 (0.02)
Treatment 3: One common humanity >-0.01 (0.02)
N = 2000 F(3, 1996) = 0.08; p-value: 0.972

Table C.23: Survey experiment attrition check: agreement with statement
that U.S. should work hard to cooperate with China to avoid dangers of AI
arms race

Experimental condition Percent DK/missing Percent DK Percent missing
Control 14.12 13.92 0.2
Treatment 1: Pro-nationalist 14.26 14.26 0.0
Treatment 2: Risks of arms race 12.78 12.78 0.0
Treatment 3: One common humanity 12.80 12.80 0.0

Table C.24: Survey experiment attrition check: agreement with statement
that U.S. should work hard to cooperate with China to avoid dangers of AI
arms race

Variables Coefficients (SEs)
(Intercept) 0.14 (0.02)***
Treatment 1: Pro-nationalist 0.02 (0.02)
Treatment 2: Risks of arms race -0.01 (0.02)
Treatment 3: One common humanity -0.02 (0.02)
N = 2000 F(3, 1996) = 0.76; p-value: 0.516
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Figure C.2: Correlation between responses to the two statements from survey experiment
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Table C.25: Correlation between responses to the two statements

Experimental condition Pearson correlation
Overall -0.05
Control -0.06
Treatment 1: Pro-nationalist -0.03
Treatment 2: Risks of arms race -0.12
Treatment 3: One common humanity -0.01

*XN h`2M/ �+`Qbb iBK2, DQ# +`2�iBQM Q` DQ# HQbb

There are many “don’t know” responses to this survey question (see Appendix B for the survey question text). Nevertheless,
“don’t know” or missing responses are not affected by the experimental future time framing. F -tests reveal that there are
no differences in responses to the three future time frames, as seen in Table C.30.

Table C.26: Survey experiment attrition check: future time frame

Experimental condition Percent DK/missing Percent DK Percent missing
No time frame 24.59 24.38 0.21
10 years 25.49 25.49 0.00
20 years 26.16 25.96 0.20
50 years 24.17 24.17 0.00

Table C.27: Survey experiment attrition check: future time frame

Variables Coefficients (SEs)
(Intercept) 0.25 (0.02)***
10 years 0.01 (0.03)
20 years 0.02 (0.03)
50 years -0.01 (0.03)
N = 2000 F(3, 1996) = 0.34; p-value: 0.795

Table C.28: Survey experiment results: future time frame

Variables Coefficients (SEs)
(Intercept) -0.52 (0.06)***
10 years -0.15 (0.08)
20 years -0.12 (0.08)
50 years -0.06 (0.08)
N = 2000 F(3, 1996) = 1.48; p-value: 0.219

Table C.29: Survey experiment results: future time frame (controlling for
DK/missing responses)

Variables Coefficients (SEs)
(Intercept) -0.52 (0.06)***
10 years -0.15 (0.08)
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Variables Coefficients (SEs)
20 years -0.12 (0.08)
50 years -0.06 (0.08)
N = 2000 F(7, 1992) = 1.68; p-value: 0.108

Table C.30: Testing coefficients for time frames are equivalent

Tests F-statistic p-value
10 years = 20 years F(1, 1992) = 0.15 0.70
10 years = 50 years F(1, 1992) = 1.41 0.24
20 years = 50 years F(1, 1992) = 0.63 0.43

*XRy >B;?@H2p2H K�+?BM2 BMi2HHB;2M+2, 7Q`2+�biBM; iBK2HBM2

Figure C.3 displays the mean predicted the likelihood of high-level machine intelligence for each year by demographic
subgroup. Figure C.4 displays the median predicted probability of high-level machine intelligence for each year by demo-
graphic subgroup.

*XRR amTTQ`i 7Q` /2p2HQTBM; ?B;?@H2p2H K�+?BM2 BMi2HHB;2M+2

We examined the correlation between support for developing AI and support for developing high-level machine intelli-
gence using a 2D bin count graph. The overall Pearson correlation coefficient is 0.61, according to Figure C.5.
The mean level of support for developing high-level machine intelligence, compared with the mean level of support for
developing AI, is 0.24 points (MOE = +/- 0.04) lower on a five-point scale (two-sided p-value < 0.001), as shown in
Table C.31.
Table C.32 displays the regression results used to produce Figure 6.5.
To identify subgroups that have diverging attitudes toward high-level machine intelligence versus AI, we performed mul-
tiple regression using both the demographic subgroups variables and respondents’ support for developing AI as predictors.
The support for developing high-level machine intelligence outcome variable was standardized such that it has mean 0
and unit variance. The results are shown in Table C.33.
After controlling for one’s support for developing AI, significant predictors correlated with support for developing high
level machine intelligence, including:
• Being a member of the Silent Generation (versus being a Millennial/post-Millennial)
• Having CS or programming experience (versus not having such experience)
• Having a high school degree or less (versus having at least a four-year college degree)

Table C.31: Difference between support for developing AI and support for
developing high-level machine intelligence

Variables Coefficients (SEs)
(Intercept) 0.25 (0.03)***
High-level machine intelligence -0.24 (0.02)***
N = 2000
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Figure C.3: Mean predicted likelihood of high-level machine intelligence for each year by demographic subgroup
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Figure C.4: Median predicted likelihood of high-level machine intelligence for each year by demographic subgroup
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Figure C.5: Correlation between support for developing AI and support for developing high-level machine intelligence
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Table C.32: Predicting support for developing high-level machine intelli-
gence using demographic characteristics: results from a multiple linear re-
gression that includes all demographic variables; outcome standardized to
have mean 0 and unit variance

Variables Coefficients (SEs)
(Intercept) -0.25 (0.09)**
Age 38-53 -0.12 (0.06)
Age 54-72 -0.03 (0.06)
Age 73 and older 0.12 (0.10)
Male 0.18 (0.05)***
Non-white 0.01 (0.05)
Some college -0.04 (0.06)
College+ <0.01 (0.07)
Employed (full- or part-time) 0.09 (0.05)
Democrat 0.11 (0.07)
Independent/Other -0.13 (0.07)*
Income $30-70K -0.01 (0.07)
Income $70-100K 0.09 (0.09)
Income more than $100K 0.19 (0.09)*
Prefer not to say income <0.01 (0.08)
No religious affiliation 0.09 (0.06)
Other religion 0.06 (0.08)
Born-again Christian -0.07 (0.06)
CS or engineering degree <0.01 (0.10)
CS or programming experience 0.36 (0.06)***
N = 2000 F(19,1980) = 7.27; p-value: <0.001

Table C.33: Predicting support for developing high-level machine intelli-
gence using demographic characteristics: results from a multiple linear re-
gression that includes all demographic variables and respondents’ support
for developing AI; outcome standardized to have mean 0 and unit variance

Variables Coefficients (SEs)
(Intercept) -0.23 (0.08)**
Age 38-53 -0.02 (0.05)
Age 54-72 0.09 (0.05)
Age 73 and older 0.22 (0.09)*
Male 0.08 (0.04)
Non-white 0.02 (0.05)
Some college -0.04 (0.05)
College+ -0.11 (0.06)
Employed (full- or part-time) 0.08 (0.04)
Democrat -0.02 (0.06)
Independent/Other -0.10 (0.05)
Income $30-70K -0.01 (0.06)
Income $70-100K 0.01 (0.07)
Income more than $100K 0.08 (0.07)
Prefer not to say income 0.09 (0.07)
No religious affiliation -0.02 (0.05)
Other religion -0.03 (0.07)
Born-again Christian -0.05 (0.05)
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Variables Coefficients (SEs)
CS or engineering degree -0.03 (0.07)
CS or programming experience 0.17 (0.05)***
Support for developing AI 0.58 (0.02)***
N = 2000 F(20,1979) = 54.15; p-value: <0.001



�`iB}+B�H AMi2HHB;2M+2, �K2`B+�M �iiBim/2b �M/ h`2M/b UC�Mm�`v kyRNV Ryd

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

5.9 3.6 0.6 0.2 0.8

2.8 10.1 2.2 0.5 <0.1 0.9

1.7 5.5 11.1 4.7 0.3 5.5

0.4 2.7 5.7 12.6 0.9 1.1

0.1 0.1 0.7 2.9 4.2 0.1

0.7 1.0 0.8 0.4 <0.1 9.2

Strongly
oppose

Somewhat
oppose

Neither support
nor oppose

Somewhat
support

Strongly
support

DK

Extrem
ely

bad

O
n balance

bad

M
ore or

less netural

O
n balance

good

Extrem
ely

good

D
K

Expected outcome of high−level machine intelligence

Su
pp

or
t f

or
 d

ev
el

op
in

g 
hi

gh
−l

ev
el

m
ac

hi
ne

 in
te

llig
en

ce

2.0% 4.0% 6.0% 8.0% 10.0% 12.0%

Percentage of respondents

Pearson's r = 0.69

Source: Center for the Governance of AI

Figure C.6: Correlation between expected outcome and support for developing high-level machine intelligence
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We examined the correlation between respondents’ expected outcome of high-level machine intelligence and support for
developing high-level machine intelligence using a 2D bin count graph. The overall Pearson correlation coefficient is 0.69,
as seen in Figure C.6.
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The Center for the Governance of AI, housed at the Future of Humanity Institute, University of Oxford, strives to help
humanity capture the benefits andmitigate the risks of artificial intelligence. Our focus is on the political challenges arising
from transformative AI: advanced AI systems whose long-term impacts may be as profound as the industrial revolution.
The Center seeks to guide the development of AI for the common good by conducting research on important and neglected
issues of AI governance, and advising decision makers on this research through policy engagement.
The Center produces research which is foundational to the field of AI governance, for example mapping crucial con-
siderations to direct the research agenda, or identifying distinctive features of the transition to transformative AI and
corresponding policy considerations. Our research also addresses more immediate policy issues, such as malicious use
and China’s AI strategy. Our work takes a cross-disciplinary approach, looking at transformative AI through the lenses of
e.g. international security, the history of technology development, law and public opinion.
In addition to research, the Center for the Governance of AI is active in international policy circles, and actively advises
governments and industry leaders on AI strategy. The Center for the Governance of AI researchers has spoken at the NIPS
and AAAI/ACM conferences, and at events involving the German Federal Foreign Office, the European Commission, the
European Parliament, the UK House of Lords, the U.S. Congress, and others.
The Center’s papers and reports are available at https://www.governance.ai.
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The Future of Humanity Institute, University of Oxford, is a multidisciplinary research institute at the University of Oxford.
Academics at FHI bring the tools of mathematics, philosophy and social sciences to bear on big-picture questions about
humanity and its prospects. The Institute is led by Founding Director Professor Nick Bostrom. Humanity has the potential
for a long and flourishing future. Our mission is to shed light on crucial considerations that might shape that future. More
information at http://www.fhi.ox.ac.uk/.

https://www.fhi.ox.ac.uk/wp-content/uploads/AI-Governance_-A-Research-Agenda.pdf
https://www.fhi.ox.ac.uk/wp-content/uploads/Policy-Desiderata-in-the-Development-of-Machine-Superintelligence.pdf
https://maliciousaireport.com/
https://www.fhi.ox.ac.uk/wp-content/uploads/Deciphering_Chinas_AI-Dream.pdf
https://www.governance.ai
http://www.fhi.ox.ac.uk/
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